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PREFACE
Prof. Dr. Bert Wolfs

SBS Swiss Business School - Academic Dean

1. Introduction

Artificial Intelligence (AI) has transformed contemporary business practices, facilitating 
efficiency, innovation, and decision-making advancements. Beyond these traditional 
applications, AI is increasingly recognized as a critical enabler of sustainability, driving 
organizations to adopt practices that align economic goals with environmental and social 
responsibilities. This paper/chapter explores how AI innovations are leveraged to advance 
sustainability within business and managerial practices, focusing on their implications, benefits, 
and challenges.

2. The Role of AI in Promoting Sustainability

	 AI technologies offer numerous opportunities to address global sustainability challenges. 
From optimizing resource usage to enhancing supply chain transparency, AI is a critical tool for 
businesses aiming to reduce their environmental footprint while maintaining profitability.

1.	 AI for Energy Efficiency Energy consumption is a major contributor to climate 
change, and businesses are increasingly using AI to monitor and optimize energy usage. 
For instance, Google’s DeepMind AI reduced the energy consumption of its data centers 
by 15% by optimizing cooling systems (Evans, 2019). Similarly, smart grids powered 
by AI can predict energy demand, adjust supply accordingly, and integrate renewable 
energy sources efficiently (Zhou et al., 2020).

2.	 Sustainable Supply Chain Management AI-powered tools improve supply 
chain efficiency and sustainability by offering real-time monitoring, predictive analytics, 
and automation. These tools enable businesses to identify inefficiencies, reduce waste, 
and ensure ethical sourcing. For example, blockchain integrated with AI has been used 
to track the origin of raw materials, ensuring compliance with environmental and social 
standards (Saberi et al., 2019).

3.	 Waste Management and Recycling AI also plays a significant role in waste 
management. Machine learning algorithms can sort recyclable materials more accurately, 
reducing contamination in recycling streams. Additionally, predictive analytics helps 
municipalities and companies forecast waste generation patterns and develop more 
efficient collection strategies (Song et al., 2021).
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3. AI-Driven Innovations in Managerial Practices

	 AI’s influence extends beyond operational processes to managerial decision-making, 
fostering a culture of sustainability across organizations.

1. Sustainable Decision-Making AI-powered decision support systems provide 
managers with insights that prioritize sustainability alongside financial performance. 
These systems utilize data from various sources, including IoT sensors, market trends, 
and environmental indicators, to recommend actions that minimize environmental 
impact. For instance, AI tools can identify energy-intensive processes and suggest more 
sustainable alternatives (Jabbour et al., 2020).

2. Employee Engagement and Training AI is also used to enhance employee 
engagement in sustainability initiatives. Gamification platforms driven by AI can 
encourage employees to adopt eco-friendly practices by offering incentives and 
personalized recommendations. Additionally, AI-powered training modules provide 
customized learning experiences, equipping employees with the skills to implement 
sustainable practices effectively (Bennett & Lemoine, 2021).

4. Case Studies of AI-driven Sustainability

	 Several organizations exemplify the successful integration of AI and sustainability in 
their business and managerial practices.

•	 Siemens and Energy Efficiency Siemens has adopted AI-driven solutions to 
enhance energy efficiency across its manufacturing facilities. By deploying digital 
twins—virtual replicas of physical assets powered by AI—Siemens has significantly 
reduced energy consumption and maintenance costs (Schmidt et al., 2022).

•	 Unilever and Supply Chain Transparency Unilever utilizes AI to monitor its 
supply chain to ensure compliance with sustainability standards. By integrating AI 
with satellite imagery and blockchain, the company ensures that raw materials such 
as palm oil are sourced responsibly, minimizing environmental degradation and 
promoting fair labor practices (Sustainable Brands, 2021).

•	 Waste Management and Smart Cities in Copenhagen have implemented AI-
driven waste management systems to optimize collection routes and reduce fuel 
consumption. These systems use machine learning algorithms to analyze waste 
generation patterns and predict optimal collection schedules, contributing to the 
city’s goal of becoming carbon neutral by 2025 (European Commission, 2020).

5. Challenges and Ethical Considerations

	 Despite its potential, integrating AI into sustainability practices presents several 
challenges and ethical considerations.
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•	 Data Privacy and Security The implementation of AI relies heavily on data 
collection and analysis. However, concerns regarding data privacy and security can 
hinder its adoption. Businesses must ensure compliance with regulations such as 
the General Data Protection Regulation (GDPR) to protect sensitive information 
(Voigt & Von dem Bussche, 2017).

•	 Bias in AI Algorithms AI algorithms can perpetuate biases if not designed and 
trained responsibly. For instance, biased algorithms may prioritize cost savings over 
environmental benefits, undermining sustainability goals. Developers must adopt 
ethical AI frameworks to ensure fairness and transparency (Floridi et al., 2018).

•	 High Initial Costs Adopting AI technologies often requires significant initial 
investments, which can be a barrier for small and medium-sized enterprises (SMEs). 
Governments and financial institutions can address this challenge by providing 
subsidies and incentives for sustainable innovation (Kamble et al., 2021).

6. Future Directions and Recommendations

	 To maximize the potential of AI in advancing sustainability, businesses and policymakers 
should consider the following strategies:

•	 Fostering Collaboration: Collaboration among stakeholders, including businesses, 
governments, and academia, is essential for scaling AI-driven sustainability 
initiatives. Public-private partnerships can facilitate the development of shared 
platforms and standards, promoting interoperability and innovation (OECD, 2019).

•	 Investing in Research and Development: Continuous investment in AI research 
and development is crucial for overcoming technical and ethical challenges. 
Areas such as explainable AI (XAI) and green AI—AI designed to minimize 
energy consumption—hold significant promise for advancing sustainability goals 
(Schwartz et al., 2020).

•	 Promoting Education and Awareness: Educational initiatives highlighting AI’s 
role in sustainability can drive broader adoption. Business schools and professional 
training programs should integrate sustainability-focused AI modules into their 
curricula to prepare future leaders for future challenges (Bocken et al., 2020).

7. Conclusion

AI represents a transformative force in advancing sustainability within business and 
managerial practices. By optimizing energy efficiency, enhancing supply chain transparency, 
and supporting sustainable decision-making, AI enables organizations to align profitability 
with environmental and social responsibilities. However, realizing its full potential requires 
addressing challenges related to data privacy, algorithmic bias, and high initial costs. Through 
collaboration, investment in research, and education, businesses can harness AI to drive 
sustainable innovation and contribute to a more equitable and resilient future.
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This Artificial Intelligence (AI) is increasingly transforming the landscape of sustainable 
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a qualitative analysis of 56 recent scientific articles from the EBSCO host database, examining 
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1.1 Introduction

In recent years, the financial industry has witnessed a paradigm shift towards sustainability, 
driven by increasing awareness of environmental, social, and governance (ESG) issues. This 
transition is not only a response to global challenges such as climate change but also a strategic 
move to mitigate risks and capitalize on new opportunities. Concurrently, Artificial Intelligence 
(AI) has emerged as a transformative force across various sectors, including finance. AI’s ability 
to process vast amounts of data and uncover complex patterns offers unprecedented potential 
to enhance sustainable finance practices. By integrating AI into financial decision-making, 
institutions can more effectively assess ESG factors, manage risks, and identify sustainable 
investment opportunities (Briere et al., 2022).

The convergence of AI and sustainable finance presents a unique opportunity to address 
the limitations of traditional financial analysis. Traditional methods often struggle with the 
complexity and volume of ESG data, leading to challenges in accurately assessing sustainability 
performance. AI technologies, such as machine learning and natural language processing, can 
analyze unstructured data from diverse sources, providing deeper insights into companies’ ESG 
practices. This capability is particularly relevant in detecting greenwashing and ensuring the 
credibility of sustainability claims (Briere et al., 2022). Moreover, AI can enhance predictive 
analytics, enabling investors to anticipate and respond to sustainability-related risks and 
opportunities more effectively (Giudici & Wu, 2025).

Despite the promising applications of AI in sustainable finance, existing research primarily 
focuses on technological capabilities, with limited exploration of the practical integration of AI 
into financial decision-making processes. Studies have highlighted AI’s potential in ESG data 
analysis and risk assessment (Brière et al., 2022; Giudici & Wu, 2025), yet there is a paucity 
of research examining how financial institutions can systematically implement AI-driven tools 
to enhance sustainability outcomes. Additionally, concerns regarding data quality, algorithmic 
transparency, and ethical implications of AI applications in finance remain underexplored 
(Pavlidis, 2025). Addressing these gaps is essential to harness AI’s full potential in promoting 
sustainable finance.

This study aims to investigate the integration of AI into sustainable finance, focusing 
on how AI-driven tools can enhance ESG assessment and investment decision-making. The 
primary research questions are:

1) How can AI technologies improve the accuracy and efficiency of ESG data analysis?

2) What are the challenges and ethical considerations associated with implementing AI 
in sustainable finance?

By addressing these questions, the study seeks to contribute to both theoretical 
understanding and practical applications, offering insights for financial institutions aiming to 
adopt AI for sustainability purposes.

This research employs a qualitative approach, conducting a systematic review of peer-
reviewed literature published in 2025. The study analyzes existing findings on AI applications in 
sustainable finance, emphasizing ESG data analysis, risk assessment, and ethical considerations. 
Additionally, the research examines case studies of financial institutions that have successfully 
integrated AI into their sustainability practices, providing practical insights and identifying 
best practices.
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The paper is structured as follows: Section 2: Explores the role of AI in enhancing ESG 
data analysis and investment decision-making. Section 3: Discusses the challenges and ethical 
considerations of implementing AI in sustainable finance. Section 4: Presents case studies of 
AI integration in financial institutions, highlighting best practices and lessons learned. Section 
5: Provides recommendations for policymakers and practitioners on effectively leveraging AI 
for sustainable finance. Section 6: Concludes with a summary of findings and suggestions for 
future research directions.

1.2 Literature Review

1.2.1 Introduction to Harnessing Artificial Intelligence for Sustainable Finance

The integration of Artificial Intelligence (AI) into sustainable finance represents a 
transformative shift in how financial institutions approach investment and risk management. 
This topic is increasingly relevant in the context of global challenges such as climate change, 
resource depletion, and social inequality (Fandella et al., 2023). Historically, the financial 
sector has often prioritized short-term gains over long-term sustainability. However, the 
advent of AI technologies in the 2010s has enabled a paradigm shift toward more responsible 
investment strategies that consider environmental, social, and governance (ESG) factors 
(Thanyawatpornkul, 2024). 

AI encompasses a range of technologies, including machine learning, natural language 
processing, and predictive analytics, which can analyze vast datasets to uncover patterns and 
insights that human analysts might overlook (Anser et al., 2021). This capability is particularly 
valuable in sustainable finance, where the complexity and volume of data related to ESG factors 
can be overwhelming. For instance, AI can be employed to assess the environmental impact of 
potential investments, evaluate corporate sustainability practices, and identify emerging trends 
in consumer behavior related to sustainability (Ramzani et al., 2024).

The importance of this research topic cannot be overstated. As investors increasingly 
seek to align their portfolios with sustainability goals, understanding how AI can facilitate this 
alignment is critical. This literature review will explore key themes, including the role of AI in 
enhancing green investments, the challenges of data quality and algorithmic transparency, and 
the potential for AI to improve climate risk modeling. By synthesizing existing research, this 
review aims to provide a comprehensive overview of the current state of knowledge in this dy-
namic field, highlighting both the innovations and challenges that characterize the intersection 
of AI and sustainable finance.

1.2.2 Innovations and Challenges in AI-Driven Sustainable Finance

The application of AI in sustainable finance can be dissected into several focused themes: 
environmental risk assessment, green investment analysis, and climate change modeling. Each 
of these areas presents unique innovations and challenges that warrant detailed examination.

Environmental Risk Assessment

AI technologies enable financial institutions to evaluate the environmental risks associated 
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with their investments more effectively. Machine learning algorithms can analyze historical 
data on environmental impacts, regulatory changes, and market trends to predict future risks. 
For example, AI can assess the potential impact of climate change on asset valuations, allowing 
investors to make more informed decisions (Taleb & Kadhum, 2024). But, the reliance on 
algorithmic decision-making raises concerns about transparency and accountability. The 
“black-box” nature of many AI models can obscure the rationale behind specific investment 
recommendations, leading to skepticism among stakeholders regarding the reliability of these 
assessments (Petković, 2023a).

Green Investment Analysis

AI can significantly enhance the identification and evaluation of green investment 
opportunities. By analyzing vast datasets, AI can uncover hidden patterns that indicate the 
sustainability of various projects or companies. This capability allows investors to identify 
high-potential green investments that align with their sustainability goals (Petković, 2023b). 
Moreover, challenges persist, particularly regarding the quality and consistency of ESG data. 
Many organizations report their sustainability metrics, but the lack of standardization can lead 
to discrepancies in how these metrics are interpreted (Song et al., 2025). Furthermore, the 
effectiveness of AI in this area is often contingent on the availability of high-quality data, 
which may not be uniformly accessible across different markets.

Climate Change Modeling

AI’s predictive capabilities are also being harnessed to model the potential impacts of 
climate change on financial markets. By simulating various climate scenarios, AI can help 
financial institutions understand the potential risks and opportunities associated with climate 
change. This modeling can inform investment strategies and risk management practices, 
enabling institutions to adapt to a rapidly changing environment (Jabeen et al., 2019). However, 
the methodologies used in climate modeling can vary significantly, leading to inconsistencies 
in findings across studies (Thanyawatpornkul, 2024). This section will delve deeper into these 
themes, comparing various studies and highlighting the inconsistencies and underexplored 
areas within the existing body of research.

1.2.3 Limitations and Future Directions in AI and Sustainable Finance Research

Despite the promising advancements in AI applications for sustainable finance, several 
limitations persist in the current literature. One of the primary challenges is the conflicting 
findings regarding the effectiveness of AI methodologies. Some studies suggest that AI can 
significantly enhance investment decision-making processes, while others raise concerns about 
the reliability of AI-driven insights (Umer Nadeem & Da Chen, 2024). This inconsistency 
highlights the need for more rigorous evaluation of AI applications in diverse contexts.

Moreover, many studies have focused primarily on developed economies, leaving 
significant gaps in understanding how AI can be harnessed in developing regions. The unique 
challenges faced by these markets, such as infrastructural limitations and regulatory hurdles, 
warrant further investigation. For instance, while AI has the potential to drive sustainable 
finance in emerging markets, the lack of technological infrastructure may hinder its adoption 
(Patoucha & Gareiou, 2024)worldwide. Artificial Intelligence (AI.
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This review critically evaluates the methodologies employed in previous studies, 
noting that many rely on traditional statistical approaches that may not adequately capture 
the complexities of AI-driven solutions. Addressing these gaps, this research aims to propose 
a novel framework that integrates AI with sustainable finance practices, emphasizing the 
importance of transparency and accountability in AI models. By doing so, it seeks to contribute 
to the field by providing insights into how AI can be effectively utilized to achieve sustainable 
development goals.

In conclusion, the literature on harnessing AI for sustainable finance is rich with potential 
yet fraught with challenges. Continued research is necessary to explore the limitations and 
opportunities presented by AI in this domain, ensuring that financial institutions can leverage 
these technologies responsibly and effectively.

1.3 Research Methodology

This study employs a qualitative research approach to analyze the role of Artificial 
Intelligence (AI) in sustainable finance, focusing on ESG investment strategies, environmental 
risk assessment, and climate change modeling. The research methodology is structured into two 
key sub-sections: qualitative analysis through textual content analysis and the use of Iramuteq 
qualitative software for data processing and thematic extraction.

1.3.1 Qualitative Analysis by Textual Content Analysis

A textual content analysis was conducted to examine how AI-driven technologies 
influence sustainable finance decision-making. Textual analysis is a well-established qualitative 
research method that enables researchers to extract meaningful patterns, themes, and trends 
from unstructured textual data (Krippendorff, 2019). This approach is particularly relevant for 
this study, as it allows for an in-depth interpretation of narratives, concepts, and discourses 
related to AI and sustainable finance, drawn from academic literature.

1.3.2 Data Collection, Processing and Coding

The dataset for this research comprises 56 peer-reviewed scientific articles obtained from 
the EBSCOhost database, covering studies published between January and March 2025. The 
selection criteria included:

•	 Publications related to “Artificial Intelligence” and “Sustainable Finance”.
•	 Studies focusing on AI applications in ESG analysis, climate risk modeling, and ethical 

AI frameworks.
•	 Research published in high-impact peer-reviewed journals to ensure reliability and 

academic rigor.

To systematically analyze the data, an automated coding approach was implemented. This 
involved:
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•	 Identifying frequently occurring key terms related to AI and sustainable finance (e.g., 
“machine learning,” “green investment,” “ESG analytics”).

•	 Grouping terms into thematic clusters based on conceptual relevance.
•	 Performing contextual analysis to examine how AI is discussed in the context of 

sustainable finance.

In the context of this study, Iramuteq was utilized to identify key thematic categories 
and analyze the relationships between AI, sustainable finance, and ESG performance metrics. 
Iramuteq (Interface de R pour les Analyses Multidimensionnelles de Textes et de Questionnaires) 
is an open-source textual analysis software that facilitates lexical and statistical processing of 
qualitative data.

1.4 Findings

This study analyzed a corpus of 56 scientific articles retrieved from the EBSCO host 
database since January 1, 2025. The research focused on the intersection of artificial intelligence 
(AI) and sustainable finance, employing an automated coding approach to extract meaningful 
themes and relationships. The analysis identified five key thematic categories, each representing 
a critical aspect of AI-driven sustainable finance.

1.4.1 Categorization of Themes

The results from Iramuteq revealed five distinct clusters, as shown in Table 1, each associated 
with a specific percentage of the analyzed forms:
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Figure 1: Factorial analysis

The factorial analysis results, as visualized in Figure 1, indicate a noteworthy connection 
between Innovation (Category 1) and Environment (Category 4). This suggests that 
advancements in AI-driven sustainable finance are closely tied to environmental considerations, 
where innovative AI solutions are increasingly deployed to tackle sustainability challenges.

Conversely, the remaining three categories—AI Model (Category 2), Learning (Category 
3), and Relationship (Category 5)—are shown to be independent and separate from each other. 
This finding implies that while AI modeling and learning initiatives are critical to sustainable 
finance, they function in distinct capacities rather than forming an interconnected system.
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Figure 2: Dendrogram

Table 1: Categories explanation

Category Color Code Name % of Forms Analyzed
Category 1 Red Innovation 26.23%
Category 2 Gray AI Model 17.8%
Category 3 Green Learning 23.83%
Category 4 Blue Environment 17.73%
Category 5 Pink Relationship 14.41%

Each category encapsulates key terms and concepts extracted from the articles:

•	 Category 1 (Innovation - 26.23%): Associated with terms such as digital, finance, chain, 
technology, transformation, impact, indicating AI’s role in driving technological ad-
vancements in sustainable finance.

•	 Category 2 (AI Model - 17.8%): Includes terms like algorithm, object, dataset, classifi-
cation, prediction, train, machine, highlighting the core technical aspects of AI-driven 
financial modeling.

•	 Category 3 (Learning - 23.83%): Encompasses education, upskilling, skills, experience, 
ethical, talents, science, pointing to the necessity for AI literacy, ethical training, and 
workforce adaptation.
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•	 Category 4 (Environment - 17.73%): Features terms such as land, agricultural, devel-
opment, quality, food, air, resource, product, reinforcing AI’s applications in sustainable 
resource management.

•	 Category 5 (Relationship - 14.41%): Includes correlation, link, instrumental, connection, 
strength, effect, control, dependence, signifying the importance of AI’s impact on finan-
cial and environmental linkages.

1.4.2 Implications of Findings

These findings present several key takeaways for AI’s role in sustainable finance:

1. Innovation is the Driving Force: The largest cluster (26.23%) suggests that AI is 
primarily viewed as a tool for transformation, emphasizing digitalization and fintech 
integration in sustainable finance.

2. AI Models Are Technically Isolated: Despite the increasing adoption of AI in finance, 
the analysis indicates that AI models operate separately from direct environmental im-
pact or learning frameworks.

3. Education and Skill Development are Essential: The presence of “Learning” as a sig-
nificant category (23.83%) reinforces the need for upskilling in AI ethics, data literacy, 
and sustainable finance practices.

4. AI’s Environmental Role is Expanding: The overlap between Innovation and Envi-
ronment suggests that AI innovations are shaping green finance, carbon footprint track-
ing, and climate risk management.

5. Understanding Relationships is Underexplored: The relatively smaller size of the 
“Relationship” category (14.41%) indicates that while AI is recognized for its analyt-
ical capabilities, its ability to establish clear financial-sustainability linkages remains 
underdeveloped.
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1.4.3 IRAML Model: Innovation-Relationship-AI Model-Learning

Figure 3: IRAML Model: Innovation-Relationship-AI Model-Learning

The acronym IRAML reflects the interconnected nature of AI-driven sustainable finance, 
emphasizing:

- Innovation as the starting point.
- Relationships as the structural link.
- AI models as the technical foundation.
- Learning as the essential human factor.

The model consists of five key components:

1. Innovation (Top-Level, Appears Twice)
o	 Innovation appears at the top level twice, indicating that technological 

advancements drive AI adoption in sustainable finance.
o	 This suggests two distinct types of innovations influencing financial 

sustainability:
	 Technological Innovation (e.g., AI-driven ESG scoring, predictive 

analytics).
	 Strategic Innovation (e.g., new financial models, AI-based green 

investment strategies).

2. Relationship (Middle-Level, Central Node)
o	 The core of the model is “Relationship”, which acts as a bridge between 

innovation and AI applications.
o	 This suggests that AI’s role in sustainable finance depends on how innovation 

connects with AI models and learning processes.
o	 AI does not operate in isolation—it needs interconnected relationships across 

financial and environmental domains.
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3. AI Model (Bottom-Left)
o	 Represents the technical foundation of AI in finance.
o	 Includes machine learning algorithms, data models, and automation used to 

optimize sustainable investments.
o	 This component is structurally independent from innovation but is connected 

through relationships.

4. Learning (Bottom-Right)
o	 Represents AI’s role in skill development, education, and knowledge transfer 

in finance.
o	 Includes upskilling professionals, AI ethics, and training for AI-driven ESG 

assessment.
o	 Learning is separate from AI models but remains crucial for AI’s broader 

adoption.

The IRAML Model (Innovation-Relationship-AI Model-Learning) provides a structured 
framework for understanding how Artificial Intelligence (AI) contributes to sustainable finance, 
particularly in ESG (Environmental, Social, and Governance) investment analysis, climate risk 
assessment, and financial decision-making. Below is a detailed explanation of how the model 
can be used in practice:

1. Application in Financial Institutions and Investment Decision-Making

The IRAML Model can be used by financial institutions, asset managers, and investors to op-
timize sustainable finance strategies.

•	 Innovation: AI-driven ESG analytics, green investment screening, and automated risk 
assessment allow financial institutions to innovate their portfolio management strategies 
by integrating sustainability considerations into traditional investment models.

•	 Relationship: AI enhances the relationship between financial markets and sustainabili-
ty goals by bridging the gap between traditional finance metrics and ESG performance 
indicators. AI-powered tools provide a more precise understanding of the links between 
corporate sustainability actions and long-term financial performance.

•	 AI Model: Machine learning models help investors process and analyze unstructured 
ESG data, improving the accuracy and efficiency of sustainability assessments. AI also 
enhances predictive analytics, allowing investors to foresee sustainability risks and op-
portunities.

•	 Learning: Continuous AI-driven learning ensures that financial institutions keep up with 
evolving ESG regulations and sustainability trends. AI-driven insights adapt over time, 
refining investment strategies based on emerging environmental risks and regulatory 
changes.

2. Use in ESG Compliance and Regulatory Frameworks

Regulators and policymakers can use the IRAML Model to enhance ESG compliance, improve 
reporting accuracy, and develop AI-driven policy frameworks.
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•	 Innovation: AI models help governments and regulatory agencies innovate regulatory 
mechanisms by using real-time sustainability data to track corporate compliance with 
ESG policies.

•	 Relationship: AI strengthens the relationship between corporate sustainability reports and 
regulatory requirements, ensuring that ESG disclosures are transparent, standardized, 
and fraud-resistant.

•	 AI Model: AI can detect greenwashing (false ESG claims) by analyzing company 
disclosures and comparing them with real-world environmental impact indicators (e.g., 
satellite data, carbon footprint reports).

•	 Learning: AI systems continuously learn from ESG regulatory updates, allowing 
companies to adjust their strategies and ensure ongoing compliance with evolving 
sustainability laws.

3. Application in Sustainable Banking and Fintech

Banks and fintech companies can use the IRAML Model to develop AI-powered green financial 
products, such as sustainable loans, carbon credit trading platforms, and climate risk-adjusted 
investment portfolios.

•	 Innovation: AI-powered digital banking platforms introduce sustainability-linked 
financial products that assess loan applicants based on climate risk exposure and ESG 
performance.

•	 Relationship: AI improves the connection between customers and financial institutions 
by promoting sustainability-focused lending models that reward businesses committed to 
ESG goals (e.g., lower interest rates for sustainable projects).

•	 AI Model: Advanced machine learning models allow banks to assess credit risks based 
on ESG performance metrics, ensuring more responsible lending practices.

•	 Learning: AI-powered banking solutions continuously update ESG risk parameters, 
allowing lenders to adapt their green finance strategies in real time.

4. Use in Corporate Sustainability and Risk Management

Corporations can adopt the IRAML Model to develop AI-driven sustainability strategies, 
ensuring better ESG performance and long-term financial resilience.

•	 Innovation: Companies can integrate AI-powered tools to track carbon emissions, 
optimize resource consumption, and improve supply chain sustainability.

•	 Relationship: AI enhances corporate ESG reporting transparency, strengthening 
relationships with stakeholders, investors, and regulators by providing data-driven 
sustainability insights.

•	 AI Model: AI helps companies identify financial risks associated with climate change, 
regulatory penalties, and ESG non-compliance, allowing proactive risk mitigation.

•	 Learning: AI-driven sustainability management platforms learn from real-time 
environmental and social impact data, helping corporations refine their ESG strategies 
over time.
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5. Application in AI-Driven Sustainable Development Policies

Governments and international organizations can leverage the IRAML Model to design AI-
powered sustainability policies, supporting the transition to a climate-resilient global economy.

•	 Innovation: AI enables data-driven policy recommendations, helping governments develop 
carbon tax frameworks, climate adaptation strategies, and sustainable development goals 
(SDGs).

•	 Relationship: AI-powered models enhance collaboration between governments, 
corporations, and financial institutions by promoting data-sharing initiatives for ESG 
monitoring.

•	 AI Model: Predictive AI models simulate long-term climate risks and financial stability 
scenarios, allowing policymakers to implement evidence-based sustainability strategies.

•	 Learning: AI continuously learns from environmental data, economic trends, and policy 
outcomes, refining sustainability regulations to adapt to changing global conditions.

1.5 Conclusion

This study explored the role of Artificial Intelligence (AI) in sustainable finance, with 
a particular focus on ESG investment analysis, environmental risk assessment, and climate 
change modeling. Using the IRAML Model (Innovation-Relationship-AI Model-Learning), 
the research demonstrated how AI-driven technologies contribute to enhancing financial 
decision-making, improving ESG compliance, and mitigating sustainability risks. The 
findings highlight that AI plays a transformative role in optimizing investment strategies, 
detecting greenwashing, and automating sustainability reporting. However, challenges such as 
algorithmic bias, data transparency issues, and regulatory gaps remain significant barriers to 
AI’s full-scale implementation in sustainable finance. This study contributes to understanding 
how AI-powered innovations enhance financial sustainability, while also recognizing the need 
for stronger regulatory frameworks and ethical guidelines to ensure responsible AI deployment.

The research advances knowledge in the field of AI and sustainable finance by introducing 
the IRAML Model, which provides a structured framework for understanding AI’s role in 
financial decision-making and ESG compliance. Unlike previous studies that primarily focused 
on technical capabilities of AI, this research bridges the gap by emphasizing the interrelationship 
between AI innovation, sustainability practices, and human learning. By demonstrating how 
AI facilitates dynamic ESG investment strategies, the findings extend existing theories on 
financial sustainability and AI-driven decision-making. Additionally, the study contributes to 
ongoing debates on the ethical challenges of AI in finance, offering insights into the importance 
of transparency, accountability, and fairness in AI applications.

The findings have significant implications for financial institutions, investment managers, 
policymakers, and corporate sustainability officers. AI-driven models can be applied in 
portfolio optimization, credit risk assessment, and sustainability-linked financial products, 
enabling financial professionals to enhance risk-adjusted returns while promoting ESG goals. 
Policymakers can use AI to automate ESG compliance, monitor corporate sustainability 
performance, and enforce regulatory frameworks more effectively. Additionally, fintech 
companies and sustainable banks can integrate AI to develop real-time ESG analytics platforms, 
improving transparency and investor confidence in sustainability-linked financial markets. By 
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leveraging AI-powered insights, businesses can align financial performance with sustainability 
objectives, ensuring a more resilient and responsible financial ecosystem.

Despite its contributions, this study has several limitations. First, the research primarily 
relied on qualitative analysis and automated textual data processing, which may not fully 
capture the quantitative impact of AI on financial performance. Second, the study focused on 
a limited dataset of recent peer-reviewed articles, which may introduce selection bias in the 
literature review findings. Third, AI applications in sustainable finance are rapidly evolving, 
and the study may not fully reflect the latest technological advancements or emerging regulatory 
policies. Finally, challenges related to AI ethics, algorithmic fairness, and energy consumption 
require further exploration, as they present long-term sustainability concerns that were beyond 
the scope of this study.

To build upon this study’s findings, future research should explore quantitative 
assessments of AI’s financial impact on ESG investment performance, utilizing machine 
learning models and real-time financial data. Additionally, studies should examine how AI 
can enhance financial literacy and ESG education, ensuring that AI-driven tools are accessible 
and beneficial to a wider range of investors and policymakers. Further research should also 
investigate regulatory alignment, focusing on how global financial institutions can harmonize 
AI-driven ESG policies across different markets. Lastly, interdisciplinary research involving 
computer scientists, economists, and sustainability experts should be encouraged to develop 
ethical AI governance frameworks, addressing concerns related to bias, fairness, and energy 
efficiency in AI-powered sustainable finance applications.
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Abstract

The Human Resource Management (HRM) is in need to effectively design workplace dynamics 
where employees feel they are well equipped to perform their daily tasks, whilst protecting their 
mental and physical wellbeing. This need is accentuated when employees are full or part-time 
remote. A sense of being connected with the organization, an organization which provides for 
useful resources to succeed at work may incentivize a desire to reciprocate the employer through 
higher engagement and better performance. The deployment of AI-powered HRM solutions 
has the potential to provide for a personalized employee experience that each remote worker 
can tailor to their daily needs. While working from home (WFH) offers benefits like increased 
autonomy and work-life balance, it also presents challenges such as work-life spillover and 
social isolation. This article posits that AI-assisted HRM solutions can significantly improve 
teleworkers’ engagement through increased wellbeing at work. Through the exploitation of 
AI, HRM practitioners can design and create a more supportive and personalized remote work 
environment. This article reviews AI in HRM, highlighting uses like personalized support, 
predictive analytics, automated tasks, enhanced learning, and real-time feedback. It suggests 
that combining AI with human efforts can improve employee satisfaction and organizational 
performance by creating a more inclusive, supportive, and engaging work environment. AI 
tools such as chatbots, virtual assistants, and predictive analytics can provide real-time support, 
personalized wellbeing programs, and data-driven insights. These can be brought to the front of 
the organization’s environment, fostering a more engaged and satisfied workforce. 
The article reviews AI in HRM, highlighting uses like personalized support, predictive analytics, 
automated tasks, enhanced learning, and real-time feedback. It suggests that combining AI with 
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human efforts can improve employee satisfaction and organizational performance by creating 
a more inclusive, supportive, and engaging work environment. Key applications of AI in HRM 
include automated resume screening, performance evaluation, and employee engagement. 
Research on AI’s impact on employee engagement is limited, but existing studies highlight 
AI’s dual role in enhancing efficiency and reducing bias, while also raising concerns about job 
security, fairness, and privacy. The findings derived from this study suggest AI-assisted HRM 
solutions may offer significant opportunities to enhance employee engagement and wellbeing, 
especially for remote or hybrid workers. The overall success of such implementations will 
depend on surpassing AIs major threats, that is risk of bias, privacy concerns, potential 
inconsistent feedback, or an over reliance on technology, versus human-to-human interactions. 
AI-assisted HRM solutions thus must be carefully managed to maximize their benefits.

Keywords: Key words: Employee engagement; employee wellbeing; AI-based HRM tools; 
AI-based employee support; HR analytics.

2.1 Introduction

	 HRM practice currently demands new ideas to enhance the employee’s overall wellbeing 
while working from home (WFH). WFH is known to bring many benefits to employees, like 
increased autonomy, schedule flexibility, increased work-life balance, or giving time back 
from reduced commuting, to name a few (Gajendran & Harrison, 2007). These benefits often 
lead to increased job satisfaction as well as increased willingness to continue WFH (Labrado 
Antolín et al., 2024). But the benefits of WFH do not come without drawbacks, like work-
life spillover, perceived job insecurity, social and professional isolation  or increased working 
hours (Gajendran et al., 2022). In the advent of hybrid forms of work, where spatiotemporal 
boundaries vary across the workweek (Bloom, 2023), it seems appropriate to explore if and 
in which ways can AI tools can help unleash the potential benefits of WFH while reducing the 
setbacks. 
	 The present study is based on the assumption that AI-assisted HRM solutions can 
significantly improve remote workers engagement through increased well-being, exploiting 
the potential of technology to serve a human purpose and to create a more supportive and 
personalized work environment. The main thesis is that AI tools, such as chatbots, virtual 
assistants, and predictive analytics, can be foundational to provide employees with real-time 
support, personalized well-being programs, and data-driven insights, thereby fostering a less 
strained and more engaged and satisfied workforce. Additionally, the speed of implementation 
and the agility to enhance and improve the solutions once tested can be a good incentive for 
HRM practitioners to step into the AI-assisted HRM solutions. 
	 Research on AI’s impact on employee engagement remains limited (Ayu Gusti et al., 
2024). Existing studies highlight AI’s dual role in enhancing efficiency and reducing bias, while 
also raising concerns about job security, fairness, and privacy (Sadeghi, 2024). Former studies 
have relied on self-regulation or Resource-Based view (RBV) theories to research the topic. 
Self-regulation refers to the way individuals control their emotions and behaviors to achieve 
their goals (Bandura & Cervone, 1983). The adoption of self-regulation lens has resulted in 
new insights about how the employees interact with the tools. For example, for some the use 
of AI can enhance employee’s productivity and getting things done; on the other hand, some 
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employees can experience job insecurity or fear of being replaced by technology. The use 
of RBV in HRM studies borrows from the strategy management literature. RBV stresses the 
importance of internal resources in the company to develop and sustain a competitive advantage 
(Barney et al., 2011). In the context of HRM, RBV provides a lens through which analyze 
the opportunities to effectively leverage the internal resources of the organization (e.g., AI 
technology) to enhance HR functions. Employee engagement or organizational commitment, 
among others, represent valuable sources of competitive advantage for enterprises. Under the 
RBV framework, organizations need to not only identify the valuable assets but also ensure 
they are not easily copied or lost to the competition. By placing a focus on employee wellbeing, 
as an antecedent of employee engagement, AI-assisted HRM solutions can represent a source 
of competitive advantage for nowadays firms.
	 Malik (2024) found that AI tools can boost perceived job security, enhancing job 
performance. AI, as a unique resource, can increase productivity, mediated by employee 
engagement. This article explores new theoretical perspectives on AI-based HRM solutions, 
aiming to deepen understanding of their potential in firms. 

2.2 Literature review

	 The key themes of this study are employee wellbeing, the final aim; employee 
engagement, which it is hoped to have a mediating effect on wellbeing; and AI-based HRM 
solutions, potential enablers of such engagement. To build on previous knowledge and research 
strategies applied by HRM scholars, this study relies on two alternative grounding theories: 
Cognitive Load Theory (CLT) and Maslow’s Hierarchy of Needs. These theories provide for 
an innovative theoretical approach to the study of challenges and opportunities in the field. The 
remainer of this section will synthesize the extant body of knowledge about (2.1) employee 
engagement, wellbeing and AI-powered HRM solutions, as well as (2.2) present the proposed 
grounding theories.

2.2.1 About Employee Engagement, Wellbeing and AI-Based HRM Solutions

	 Employee engagement raised interest in the scientific community before the turn of the 
century. The concept has been evolving without reaching a universal definition. Kahn (1990) 
identified a physical, cognitive and affective nature of employee engagement. Davis & Van Der 
Heijden (2023) propose a dynamic framework to manage employee engagement. The pair of 
researchers suggest the adoption of a holistic approach to employee engagement management. 
Their dynamic framework comprises five dimensions of analysis: (1) external context, including 
all macro and micro external factors like the loss of jobs during coronavirus, geopolitical 
tensions,…; (2) internal context factors affecting engagement, such as organizational, HR or 
operational strategies; (3) individual traits that influence how each employee interprets the 
environment, thus influencing engagement; (4) individual contexts that influence how valuable 
is work for each employee, affecting the status, self-esteem, career,…; (5) psychological state 
of mind that occurs before and during work engagement. Overall, literature on employee 
engagement recommends the promotion of an authentic corporate culture, setting clear 
expectations for employees, as well as interesting learning opportunities to attract and retain 
engaged employees (Bailey et al., 2017). 
	 Employee engagement is a relatively stable state of positive energy towards work. 
HRM practitioners need to take seriously the impact of flexible forms of work (e.g., location, 
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time, schedule…) in job engagement. The level of engagement of an employee is correlated 
with the behavioral attitudes towards work. When facing the risk of employees not performing 
to the best self, employee engagement has the ability to reduce the appearance of withdrawal 
behaviors such as day dreaming, absenteeism, or turnover intent, among others (Liao et al., 
2022). An engaged workforce is marked by vigor, dedication, and absorption. Driven by intrinsic 
motivation, engaged employees are known for enjoying increased energy levels, at physical, 
cognitive and emotional levels (Fachrunnisa & Palupi, 2024). Additionally, HRM scholars 
agree on the correlation between employee engagement and organizational commitment (Lan 
et al., 2020). Thus, employee engagement becomes crucial for organizational success. This is 
becoming of vital importance in a VUCA world (volatile, uncertain, complex and ambiguous).
	 Although recipes to create an engagement workplace seem available, most employees 
do not feel engaged with their jobs. According to Gallup’s 2024 State of the Global Workplace 
report organizations today face critical challenges to foster employee engagement. Overall, 
global engagement remains low at 23%, with 62% of employees not engaged and 15% actively 
disengaged (Gallup, 2024). Thus, it can be said that most employees are disengaged; this 
disengagement is costly for firms, leading to an estimated $8.8 trillion in lost productivity 
worldwide. The report also notes the adverse effect of negative emotions at work. Stress, 
anxiety, and other negative emotions have reached their highest levels since Gallup began 
tracking them. This mental health crisis is exacerbated by poor management practices and lack 
of support for employee wellbeing. Although numerous studies in the literature explore the 
relationship between employee engagement, wellbeing and performance, they have not clearly 
defined or operationalized compelling strategies within this context (Fan et al., 2020). This gap 
has prompted calls for further research on the topic.
	 According to International Labour Organization (2024), employee wellbeing can 
be defined as every aspect of working life, including the quality and safety of the physical 
environment, workers’ feelings about their jobs, their working conditions, the workplace 
atmosphere, and the organization of work. More and more, organizations are aware of the 
strategic importance of employee wellbeing for their success. Fostering the wellbeing of a 
firm’s workforce benefits both the individuals and the firm. On one side, employees can benefit 
from reduced stress, illness, improved mental health, increased levels of energy or increased 
motivation, to name a few. But employee wellbeing impacts not only individuals but also 
the firm’s productivity, creativity, community relations, and organizational reputation, among 
others. Thus, employee wellbeing is a strategic priority that should be on the corporate agenda, 
aligning with concepts like corporate social responsibility and legitimate obligations.
	 Traditionally, workplace health and safety practices have focused on avoiding and 
managing risk of injuries and illness. However, the strategic value of employee wellbeing relies 
on the armed lever to achieve organizational objectives. Despite the obvious connections, this 
strategic view of employee wellbeing remains yet underexplored in the literature (Halliday et 
al., 2024). There is limited evidence in the literature connecting employee wellbeing to strategic 
goals. Despite its importance, employee wellbeing often remains separate from organizational 
strategy, which tends to focus more on operational performance and productivity. The fact that 
the strategic value of employee wellbeing remains yet untapped in the literature reinforces the 
importance of the present study. There is a need to explore, from an HRM practice perspective, 
how organizational tools and wellbeing dynamics can be strategically integrated to optimize 
organizational outcomes, beyond the traditional risk management approach. To close this 
subsection, the following paragraphs delve into the current knowledge of AI-based 

	 HRM solutions applied to workplace environment design. The adoption of AI-assisted 
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HRM solutions varies by industry. Traditionally, technology, finance, or e-commerce sectors 
are natural early adopters of new technologies. These sectors have identified key areas where 
AI could be put to serve the management of their workforce. This is the case for talent 
acquisition, employee engagement, or predictive analytics. Other sectors, such as healthcare, 
manufacturing, and education are seen as laggards in the adoption of AI, often due to regulatory 
or data privacy concerns. Overall, there is an increasing interest in the benefits AI could bring 
to the way a company supports its workforce. More and more the practitioners acknowledge 
the benefits and are exploring its integration into HR practices (Ganatra & Pandya, 2023). 
Thus, automated resume screening, applicant tracking, or candidate ranking in recruitment 
are recurrent use cases for AI-assisted HRM solutions. Additionally, exploiting the ability to 
analyze large datasets to identify performance, engagement, or turnover trends is an area of 
interest. The potential lies in the efficiency gains. Additionally, AI-assisted HRM tools can 
offer hyper-personalization of the employee experience. Features such as providing real-time 
feedback or facilitating support during employee self-service tasks through chatbots and virtual 
assistants are examples of how it could be made real.
	 Transparency in AI systems is crucial for building trust and positive employee attitudes. 
The implementation of enterprise-wide AI-powered solutions poses risks to job security, 
fairness, and privacy (Sadeghi, 2024). Results from Malik (2024) highlight the importance 
of the acceptance of AI solutions. In his study with over 300 employees of a multinational 
corporation Malik found a statistically significant correlation between perceived AI performance 
and job engagement. The study also found that higher perceived AI performance increases job 
security, which in turn increases job engagement and performance. The findings from this 
study demonstrate the interrelationships between effective AI adoption, employee engagement 
and performance. 
	 Practitioners should note AI-based wellbeing solutions affect employee perceptions, 
behaviors, and outcomes of work. When considering their adoption, practitioners need to account 
for effective organizational strategies to motivate and upskill the employees for successful 
implementations. As it occurs with any change management program in the organization, clear 
communication plans, AI upskilling programs, and employee involvement need to be taken into 
consideration. The buying in and involvement of the whole workforce in the implementation 
of enterprise-wide AI-assisted HRM solutions is essential to mitigate negative impacts, hence 
benefiting from the expected outcomes. In sum, successful AI integration in HR requires a 
balanced approach where employee wellbeing is prioritized, human-AI collaboration is 
sensitively promoted, all within a robust ethical framework. 

2.2.2 Foundational Theories: Cognitive Load and Maslow’s Hierarchy of Needs

	 The research question of this article aims to explore how do AI tools like chatbots, 
virtual assistants, and predictive analytics impact real-time support, personalized well-being 
programs, and data-driven insights to foster a more engaged and satisfied workforce. To 
answer this question two foundational theories are employed: Cognitive Load Theory (CLT) 
and Maslow’s Hierarchy of Needs. Cognitive Load Theory suggests that reducing unnecessary 
cognitive load can enhance learning and performance (Setiyani et al., 2019). In the context of 
HRM, AI can automate routine tasks, provide instant access to information, and streamline 
processes, thereby reducing cognitive load and allowing employees to focus on more meaningful 
and engaging work. According to CLT, these functionalities can boost focus and productivity, 
leading to better workplace results, like increased job satisfaction and engagement (Bilderback, 
2024).
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	 Maslow’s Hierarchy of Needs, on the other hand, provides a framework for understanding 
human motivation and well-being. (Maslow, 1943) posited that needs, whether psychological 
or physiological, can influence attitudes and behaviours, such as job satisfaction, stability, 
recognition, and compensation. By addressing employees’ basic needs (such as safety and 
physiological needs) and higher-level needs (such as belonging, esteem, and self-actualization), 
AI can create a more holistic approach to employee well-being. For instance, AI-driven wellness 
programs can offer personalized health recommendations, mental health support, and career 
development opportunities, ensuring that employees feel valued and supported at all levels of 
the hierarchy.

2.3 Designing AI-Powered HRM Solutions for Increased Wellbeing and 
Engagement

	 Following CLT and Maslow’s hierarchy of needs lenses, the next paragraphs suggest a 
range of different AI-based HRM solutions designed to foster employee wellbeing and driving 
engagement, in the context of today’s hybrid work environment. 

2.3.1 Personalized Employee Support 

	 AI-based HRM solutions can be leveraged to enhance the experience of employees 
at work, especially those working remotely. By offering personalized support tailored to 
individual needs, AI chatbots or virtual assistants can play a crucial role in enhancing the daily 
experience of those working from home, the coworking space or simply on the move. Some 
of the demanded features are the provision of instant assistance during the onboarding of a 
new hire, support troubleshooting technical issues, or offering mental health resources, among 
others. 
	 CLT suggests that reducing unnecessary mental effort allows employees to focus 
on essential tasks, enhancing productivity and job satisfaction. AI tools streamline routine 
processes, such as troubleshooting technical issues or managing schedules, thereby minimizing 
extraneous cognitive load. This reduction in mental effort frees up cognitive resources, 
enabling employees to concentrate on more meaningful and complex work, ultimately boosting 
engagement and performance.  These AI-driven tools not only improve employee well-being 
but also streamline HR processes, as demonstrated by IBM’s successful implementation of 
Watson, which has significantly reduced costs and saved valuable time for managers (IBM, 
2023). 
	 AI chatbots and virtual assistants can significantly enhance the remote work experience 
by providing personalized employee support across various scenarios. For instance, during the 
onboarding process, new remote employees can receive instant answers to common questions, 
guidance through necessary paperwork, and tips for integrating into the team. When technical 
issues arise, such as connectivity problems or software malfunctions, AI virtual assistants can 
troubleshoot common problems, provide step-by-step solutions, and escalate more complex 
issues to IT support. For employees experiencing stress or anxiety due to isolation or workload, 
AI chatbots can offer mental health resources, suggest relaxation techniques, and provide access 
to virtual counseling services. Additionally, AI virtual assistants can recommend personalized 
wellness activities, such as exercise routines, healthy eating tips, and mindfulness practices, 
based on individual preferences and goals.



36

	 In terms of scheduling and time management, AI chatbots can assist employees by 
managing their calendars, suggesting optimal meeting times, and reminding them of upcoming 
deadlines and appointments. When employees have questions about company policies, 
benefits, or leave entitlements, AI virtual assistants can provide detailed information, answer 
specific queries, and guide them through the process of applying for benefits or leave. The 
multinational company IBM has successfully implemented AI-agents in their own organization, 
using proprietary technology (Watson). IBM Watson’s AI agents have significantly improved 
HR processes by handling 94% of employee queries, saving over USD 5 million annually and 
50,000 hours per year for managers (IBM, 2023). These AI-driven solutions enhance employee 
satisfaction and streamline talent acquisition and onboarding. 
	 AI chatbots can additionally deliver real-time feedback based on performance metrics, 
suggest development resources, and schedule follow-up meetings with managers. Employees 
seeking professional development opportunities can benefit from AI virtual assistants 
recommending relevant training programs, courses, and certifications, and tracking their 
progress. AI chatbots can also facilitate team collaboration by enhancing communication, 
sharing project updates, and organizing virtual meetings. To help employees maintain a healthy 
work-life balance, AI virtual assistants can suggest strategies such as setting boundaries, taking 
regular breaks, and engaging in leisure activities. 
	 From the perspective of Maslow’s hierarchy of needs, personalized employee support 
solutions cater to various levels of employee needs. At the physiological and safety levels, AI 
ensures a stable and efficient work environment by providing timely assistance and reducing 
stress related to technical problems. For social needs, AI facilitates better communication and 
integration, especially for remote workers, fostering a sense of belonging. At the esteem level, 
personalized support and recognition from AI tools enhance employees’ confidence and self-
worth. Finally, by addressing these foundational needs, AI enables employees to reach self-
actualization, where they can achieve their full potential and find greater fulfillment in their 
work. This holistic approach significantly enhances overall well-being and engagement.
	 By addressing these diverse scenarios, AI chatbots and virtual assistants ensure that 
remote employees feel supported, engaged, and well-equipped to handle their responsibilities, 
ultimately enhancing their overall work experience. 

2.3.2 Predictive Analytics for Engagement

	 Predictive analytics for engagement can significantly enhance HRM by analyzing 
employee data to predict engagement levels, identify at-risk employees, and suggest proactive 
interventions. AI can analyze employee data to predict engagement levels, identify at-risk 
employees, and suggest proactive interventions. For instance, predictive analytics can monitor 
data points such as attendance, meeting participation, and email response times to identify 
early signs of disengagement. If an employee shows a sudden drop in these activities, the 
system can flag them for personalized support or engagement activities. Additionally, predictive 
models can analyze historical turnover data to identify patterns and factors contributing to 
employee departures, such as frequent job changes or low engagement scores. This allows HR 
to implement retention strategies like career development programs or recognition initiatives. 
From the Cognitive Load perspective, predictive analytics can anticipate potential issues, such 
as workload imbalances or burnout risks, enabling proactive interventions that reduce cognitive 
strain. By identifying patterns and trends, these tools help streamline workflows and optimize 
task allocation, minimizing extraneous cognitive load and allowing employees to concentrate 
on more meaningful work.
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	 From the perspective of Maslow’s hierarchy of needs, predictive analytics address 
various levels of employee needs. At the physiological and safety levels, these tools ensure 
a stable and supportive work environment by predicting and mitigating stressors, thus 
enhancing job security and reducing anxiety. For social needs, predictive analytics can identify 
opportunities for team collaboration and support, fostering a sense of belonging and community. 
At the esteem level, the insights provided by predictive analytics can help recognize and reward 
employee achievements, boosting confidence and self-worth. Ultimately, by addressing these 
foundational needs, predictive analytics enable employees to reach self-actualization, where 
they can achieve their full potential and find greater fulfillment in their work
	 If high stress levels or burnout risks are detected, the system can recommend wellness 
programs, flexible work arrangements, or mental health resources. Furthermore, by analyzing 
team performance data, predictive analytics can identify teams struggling with collaboration 
or communication issues and suggest team-building activities, training sessions, or changes in 
team composition. 
	 Several vendors offer robust predictive HR analytics solutions that help organizations 
enhance decision-making, improve employee retention, and optimize HR strategies through 
data-driven insights. Microsoft Workplace Analytics, Tableau, Qlik, SAP SuccessFactors 
or Workday are industry leading software solutions allowing users to explore and analyze 
workforce data to uncover patterns and trends. These vendors, among others, are at the forefront 
of leveraging predictive analytics to transform HR practices and enhance organizational 
performance (AllHRSoftware, 2024). 
	 Lumen Technologies, formerly known as CenturyLink, implemented Microsoft 
Workplace Analytics to enhance their sales operations. By providing real-time insights to sales 
leadership, they were able to uncover and replicate best practices, improve manager coaching, 
and drive productivity and well-being among their sales teams (Microsoft, 2020).

2.3.3 Automation: Employee Self-Service Portals

	 Employee self-service (ESS) portals are digital platforms that empower employees 
to manage various HR-related tasks independently. These portals streamline administrative 
processes, reduce the workload on HR departments, and significantly enhance employee 
engagement and wellbeing (Zhai et al., 2024). Examples of administrative tasks automated 
by ESS portals include personal information management, where employees can update their 
personal details, such as contact information, emergency contacts, and bank details, without 
needing to go through HR. This ensures that records are always up-to-date and reduces 
administrative delays. Leave and attendance management is another task, as ESS portals allow 
employees to apply for leave, check leave balances, and track attendance. Automated approval 
workflows ensure that leave requests are processed quickly, providing employees with timely 
responses and reducing uncertainty. 
	 Payroll and benefits administration is also streamlined, with employees able to access 
their pay slips, tax documents, and benefits information through the portal. They can make 
changes to their benefits selections during open enrollment periods, ensuring they have the 
coverage that best suits their needs. Training and development are facilitated by ESS portals, 
which often include access to training modules and development resources. Employees can 
enroll in courses, track their progress, and receive certifications, fostering continuous learning 
and career growth. Performance management is another area where ESS portals excel, 
allowing employees to set goals, receive feedback, and track their performance reviews. This 
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transparency in performance management helps employees understand their progress and areas 
for improvement.
	 By automating these administrative tasks, ESS portals free up employees’ time, 
allowing them to focus on more meaningful and productive work. This autonomy in managing 
their own HR-related tasks fosters a sense of control and empowerment, which is crucial for 
employee engagement. Moreover, the transparency and accessibility provided by ESS portals 
reduce stress and uncertainty. Employees have immediate access to important information and 
can resolve issues quickly, contributing to a more positive work environment. EES portals may 
be specifically convenient for remote and mobile workers who have limited opportunities for 
human interaction at the office. The ease of accessing training and development resources also 
supports career growth, enhancing job satisfaction and overall wellbeing. In summary, ESS 
portals not only streamline administrative processes but also play a vital role in enhancing 
employee engagement and wellbeing by promoting autonomy, reducing stress, and supporting 
continuous development.
	 Under Cognitive Load Theory, reducing unnecessary cognitive load allows employees 
to focus on more meaningful tasks. Employee self-service (ESS) portals automate routine 
administrative tasks, minimizing extraneous cognitive load and freeing mental resources for 
complex, value-added activities. This reduction in cognitive burden enhances productivity and 
job satisfaction.
	 Maslow’s Hierarchy of Needs emphasizes fulfilling basic needs to achieve higher levels 
of motivation and self-actualization. ESS portals address several of these needs: they provide 
a sense of security by ensuring accurate and timely access to payroll and benefits information 
(safety needs), foster a sense of belonging through transparent communication and feedback 
mechanisms (social needs), and support personal growth by offering access to training and 
development resources (esteem and self-actualization needs). By meeting these needs, ESS 
portals enhance overall wellbeing and drive higher engagement, as employees feel more 
supported and empowered in their roles. 
	 The adoption of EES portals does not come without words of caution. Employee self-
service portals can reduce face-to-face interactions, even for employees who work permanently 
from the office, potentially leading to feelings of isolation and decreased personal support. 
They may also increase the cognitive load on employees who struggle with technology, causing 
frustration and stress. Additionally, the lack of immediate assistance for complex issues, such 
as understanding benefits, can lead to confusion and dissatisfaction (Rohuelo, 2024). These 
factors can negatively impact overall employee wellbeing and engagement. 

2.3.4 Real-Time Feedback and Recognition

	 The new ways of working place a challenge on professional development and career 
progression. The lack of visibility of one’s work, professional isolation or unclear information 
about how to navigate the company’s decision ladder are part of today’s threats for remote 
workers. AI tools can facilitate real-time feedback and recognition, helping to build a culture 
of appreciation and continuous improvement. AI tools can significantly enhance the visibility 
of employees’ contributions by providing platforms for real-time feedback. For instance, AI-
driven performance management systems can analyze work patterns, project contributions, 
and peer reviews to offer timely and objective feedback. This continuous feedback loop not 
only helps employees understand their strengths and areas for improvement but also ensures 
that their efforts are recognized promptly. Such systems can also identify high performers and 
potential leaders, aiding in career progression and professional development. 
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	 One practical application of AI in HRM is the use of AI to facilitate regular check-
ins and pulse surveys, gathering real-time data on employee sentiment and engagement. For 
example, Work leap’s Office vibe uses natural language processing (NLP) to analyze employee 
feedback and workplace trends, providing actionable insights to managers (McFarland, 2024). 
This helps in addressing issues promptly and recognizing employees’ efforts, thereby enhancing 
their engagement and satisfaction. 
	 Another example is the AI-driven recognition platforms that automate the process 
of acknowledging employees’ achievements. These platforms can track milestones, project 
completions, and other significant contributions, sending automated recognition messages or 
rewards. This not only saves time for managers but also ensures that no effort goes unnoticed. 
Companies like Work human have successfully implemented such AI-based recognition 
systems, leading to improved employee morale and retention (Engagedly, 2024). 
	 To complement real time feedback and recognition functions, AI tools can proactively 
suggest employees learning and development initiatives, aligning them with actual needs and 
interests, individual career goals and organizational needs. By analyzing employees’ skills, 
performance data, and career aspirations, AI can recommend tailored training programs and 
development opportunities. This personalized approach ensures that employees receive relevant 
and timely support for their professional growth. For instance, IBM’s Watson Talent uses AI to 
match employees with suitable career paths and development programs, enhancing their career 
progression and engagement (Engagedly, 2024). 
	 From the perspective of Cognitive Load Theory, these AI tools reduce the mental strain 
associated with traditional feedback processes. By automating feedback and recognition, AI 
minimizes extraneous cognitive load, allowing employees to focus on their primary tasks and 
creative problem-solving. For example, AI-driven performance management systems offer 
immediate feedback, eliminating the need for employees to wait for periodic reviews. This 
continuous feedback loop helps employees adjust their efforts promptly, reducing uncertainty 
and cognitive overload.
	 Moreover, AI tools align with Maslow’s Hierarchy of Needs by fulfilling various levels 
of employee needs. At the basic level, AI ensures job security and stability through predictive 
analytics that aid in workforce planning and risk management. Moving up the hierarchy, 
AI enhances the need for belonging and esteem by facilitating continuous recognition and 
appreciation. AI-powered platforms like Work human automate the recognition process, 
ensuring that employees’ contributions are consistently acknowledged. This fosters a sense of 
belonging and boosts self-esteem, as employees feel valued and respected.
	 At the higher levels of Maslow’s hierarchy, AI supports self-actualization by 
personalizing learning and development opportunities. AI tools like IBM’s Watson Talent 
analyze individual skills and career aspirations, recommending tailored development programs. 
This personalized approach empowers employees to achieve their full potential, aligning their 
personal growth with organizational goals. By addressing these higher-order needs, AI not only 
enhances engagement but also promotes a culture of continuous improvement and innovation.
	 While AI-based personal feedback and recognition systems offer numerous benefits, 
they also come with potential risks that can negatively impact employee wellbeing and 
engagement. One major concern is bias and fairness (European Parliament, 2020). AI systems 
can inadvertently perpetuate existing biases present in the data they are trained on, potentially 
favoring certain groups of employees over others and leading to feelings of injustice and 
demotivation. Additionally, many AI models operate as “black boxes,” making it difficult to 
understand how decisions are made. This lack of transparency can lead to mistrust among 
employees, who may feel that the feedback and recognition they receive is arbitrary or 
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unjustified.
	 Privacy concerns are another significant issue (Rohuelo, 2024). AI systems often require 
extensive data collection to function effectively, which can make employees uncomfortable 
with the level of surveillance and data monitoring involved. Such concerns can lead to stress 
and a decrease in overall wellbeing. Furthermore, over-reliance on automation can reduce the 
human element in workplace interactions. Employees may feel undervalued if they perceive 
that their achievements are only recognized by machines rather than their managers or peers.
	 Inconsistent feedback is also a risk. AI systems may not always provide consistent or 
contextually appropriate feedback, leading to confusion and frustration among employees who 
may struggle to understand or act on the feedback they receive. Additionally, the implementation 
of AI in HR processes can create anxiety about job security. Employees may fear that increased 
automation could lead to job displacement or reduced opportunities for career advancement.
To mitigate these risks, organizations should ensure that AI systems are designed and 
implemented with fairness, transparency, and privacy in mind. Maintaining a balance between 
automated and human-driven feedback and recognition can help preserve the human touch that 
is crucial for employee engagement and wellbeing
	 In conclusion, applying AI to provide real-time feedback and support in HRM offers 
significant benefits but also comes with notable risks. On the positive side, AI tools can enhance 
employee wellbeing and engagement by reducing cognitive load, ensuring timely recognition, 
and personalizing development opportunities. These tools help create a culture of continuous 
improvement and appreciation, aligning with both Cognitive Load Theory and Maslow’s 
Hierarchy of Needs. However, there are risks considering. Bias and fairness issues, lack of 
transparency, privacy concerns, over-reliance on automation, inconsistent feedback, and job 
security anxieties can negatively impact employee wellbeing and engagement. To mitigate 
these risks, organizations must design AI systems with fairness, transparency, and privacy in 
mind, and maintain a balance between automated and human-driven feedback.

2.4 Challenges and Opportunities for Workers

	 The shift to a hybrid work model, where employees divide their time between the 
office and remote work, presents both opportunities and challenges for successful employee 
experiences. Companies play a vital role in addressing these challenges and promoting their 
employees’ well-being (Ravinder, 2024). It is becoming clear that the integration of AI-
based solutions in HRM has the potential to significantly enhance employee engagement and 
wellbeing, particularly for remote or hybrid workers. However, these technologies also present 
several challenges that need to be addressed to maximize their benefits.

2.4.1 Key Opportunities

	 The following represent a set of potential areas of application of AI-powered tools to 
better serve remote workers: 

1.	 AI-powered chatbots and virtual assistants can provide immediate support and 
information to employees, reducing the time spent on administrative tasks and allowing 
HR professionals to focus on more strategic activities. These tools can answer common 
queries, assist with onboarding, and provide guidance on company policies. For remote 
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workers, this instant access to information can reduce feelings of isolation and increase 
their sense of connection to the organization (Parasa, 2023).

2.	 AI-driven performance management systems can offer real-time feedback 
and recognition, which is crucial for maintaining engagement and motivation among 
remote employees. These systems can analyze work patterns and contributions to 
provide timely and objective feedback, helping employees understand their strengths 
and areas for improvement. This continuous feedback loop fosters a remote culture 
of appreciation and continuous improvement, which is essential for the wellbeing of 
remote workers (Manfrino, 2024).

3.	 AI-enhanced self-service portals empower employees to manage their own 
HR-related tasks, such as updating personal information, accessing pay slips, and 
enrolling in benefits programs. This autonomy can lead to increased job satisfaction and 
engagement, as employees feel more in control of their work environment. For remote 
workers, these portals provide a convenient way to handle HR tasks without needing to 
visit the office (Bhargava, 2024).

2.4.2 Challenges

	 One of the significant challenges of AI-based HRM solutions is the potential for bias 
in algorithms. If the data used to train these systems is biased, the AI can perpetuate and 
even amplify these biases, leading to unfair treatment of certain employee groups. This can 
negatively impact employee morale and trust in the system (European Parliament, 2020)
	 AI systems often require extensive data collection to function effectively, raising 
concerns about employee privacy. Employees may feel uncomfortable with the level of 
surveillance and data monitoring involved, which can lead to stress and decreased wellbeing. 
Ensuring data privacy and transparency in how data is used is crucial to mitigate these concerns 
(Parasa, 2023)
	 While AI can streamline many HR processes, over-reliance on technology can reduce 
the human element in workplace interactions. Employees may feel undervalued if their 
achievements are recognized solely by machines rather than by their managers or peers. This 
lack of personal touch can diminish the sense of belonging and engagement (Engagedly, 2024).
	 AI systems may not always provide consistent or contextually appropriate feedback. 
This can lead to confusion and frustration among employees, who may struggle to understand or 
act on the feedback they receive. Ensuring that AI systems are regularly updated and monitored 
for accuracy is essential to provide reliable feedback (Setiyani et al., 2019).

2.5 Conclusions and Recommendations

	 As presented in this article, AI-based solutions may offer significant opportunities to 
enhance employee engagement and wellbeing, especially for remote or hybrid workers. HRM 
practitioners need to carefully design and implement the use of these tools within the remote 
or hybrid workforce. For example, chatbots and virtual assistants, real-time feedback and 
recognition systems, and employee self-service portals can be designed to improve efficiency, 
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autonomy, and connection to the organization. However, challenges such as bias, privacy 
concerns, over-reliance on technology, and inconsistent feedback must be carefully managed. 
By addressing these challenges, organizations can exploit AI functionalities to create a more 
supportive and engaging remote work environment for all employees. The inspiring idea 
behind this article relies on the expectation that remote workers, when offered AI-powered 
HRM solutions as described in this article, will perceive those as a valuable resource their 
employer is providing as a sign of commitment to the employee wellbeing. Remote workers 
may, in return, feel more engaged with their job, committed to the organizational goals and, 
overall, perform better.
	 To effectively design AI-based HRM solutions that support employee wellbeing and 
engagement, organizations should consider the following strategies:

a) Clear communication: Ensure that employees understand how AI tools are used and 
how they can benefit from them. Transparency in AI systems fosters trust and positive 
attitudes towards technology.

b) Personalization: Tailor AI-driven programs to meet individual employee needs. 
Personalized well-being programs and career development plans can enhance employee 
satisfaction and engagement. 

c) Employee involvement: Involve employees in the implementation and continuous 
improvement of AI tools. This participatory approach ensures that AI solutions are 
aligned with employees’ needs and preferences. 

d) Ethical concerns: Address ethical concerns related to AI, such as data privacy and 
fairness. Implementing ethical AI practices ensures that employees’ rights are protected 
and fosters a positive organizational culture.

e) Continuous Monitoring and Feedback: Regularly assess the effectiveness of AI tools 
and make necessary adjustments based on employee feedback and performance data. 
This iterative process ensures that AI solutions remain relevant and effective.

	 In conclusion, the integration of AI in HRM presents a transformative opportunity to 
enhance employee engagement through increased well-being, particularly in remote and hybrid 
work environments. By leveraging AI tools for personalized support, predictive analytics, 
and real-time feedback, organizations can create a more inclusive and supportive workplace. 
However, it is crucial to address challenges such as bias, privacy concerns, and over-reliance 
on technology to fully realize the benefits of AI. As we move forward, a balanced approach that 
combines AI’s capabilities with human empathy and oversight will be essential in fostering a 
positive and productive work culture. 
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Abstract

Artificial Intelligence (AI) will, more than ever, play a critical role in every aspect of 
organizational progression and influence decisions across the board. Human, talent, and 
overall workforce management is no exception to this influence and impact; AI’s influence 
will be through organizational leadership via guiding decision-making, team management, and 
innovation processes. As its potential is explored, it becomes clear that leaders must adapt 
to leverage innovation effectively and address the new ethical and cultural issues they raise. 
Organizations, leadership, cultures, and pillars of organizational structures and systems must 
do this while remaining ethical, mindful, and aware of not affecting creativity (INSEAD, 2024). 
The leadership of any organization must lead with AI while keeping people, mindfulness, 
ethics, and values, as well as creativity and the human touch at the heart of everything that 
they do and each AI strategy (AON, 2024). AI has the potential to unleash creativity, foster 
human connections, imagine new ways of learning, enable the automation of existing tasks, 
and promote new adaptive tasks that require human ingenuity and empathy. That is quite a list, 
which raises equal challenges and opportunities (INSEAD, 2024). What is clear is that leaders 
will remain indispensable in helping their teams and firms negotiate this brave new world. To 
do so successfully, it is vital that they adopt a dual mindset, while helping to maintain and create 
moments of deep, thoughtful human interactions. Four challenges may arise from AI’s influence 
and leverage: 1) HR’s operational complexities, 2) data’s readiness, accuracy, and availability, 
3) legalities that may arise and conform to compliant approaches, and 4) Manpower’s reactions 
and behavior against and towards algorithmic based decisions (Jobylon, 2024).
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3.1  Introduction 

	 “AI” is algorithm, software, enabling task mastery of specific operational needs to 
optimize performance, alleviate pressures, and enable focus on other strategic areas. If used 
properly and in the right context, it should enable streamlining operations and empower leaders 
to rid of administrative tasks while focusing on the most important and strategic initiatives, 
helping move their organizational strategies, short and long term, effectively forward.
	 Data analytics is easier to implement in operations, where the relevant questions have 
more clarity, such as a car’s battery’s failure likelihood? Identifying early signs of failures and 
alerting users has been proven (LinkedIn, 2024). 

Figure 1. AI’s fit into HR, LinkedIn 2024

	 The definition of a “performing employee” encompasses various dimensions that align 
with different criteria. Key performance indicators, a common business metric used within or-
ganizations to drive the right business outcomes while objectively and numerically guiding the 
reviews and quarterly touch points, has come under scrutiny, and has led employers to recon-
sider their application (van ESCH P, 2021). Problems exist between performance systems and 
a clear link between individual, team, and organizational performances. Therefore, algorithms 
related to performance are disadvantageous (LinkedIn, 2024). 
	 Decision-making processes are sophisticated when releasing employees, AI falls short 
despite data’s presence. This must be human lead (AON, 2024).
	 Hiring and firing cannot also be simulated via algorithms as it is sophisticated body 
language must be read, attitudes must be understood, and overall cultural frameworks of the 
criteria to hire employees are difficult to simulate through artificial intelligence (IBMI, 2024). 
Company vehicle’s milage misreporting, or company credit card misuse, may be simulated 
with algorithms; however, simulating responses of potential hires is difficult.
	 The challenges of HR’s tasks are categorized as follows: Operations, Data Input, Ma-
chine Learning, and Data Output (van ESCH P, 2021). Ideas from computer science and statis-
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tics are introduced into the HR context and presented in managerial and HR partners’ languag-
es. 

3.2 Literature Review 
 	

3.2.1 HR Operations through an Algorithmic Lense  

“Operations” are of interest as hiring makes up 75%, or higher, of what HR partners do 
within an organization (Jobylon, 2024). The below table summarizes common activities of the 
“Human Resources Cycle,” operational tasks: 

Table 1: HR Operations, created by the author.

HR operation Prediction task

Recruiting – candidates’ applications; 
streamlining and vetting Right candidate for the right job

Selection – Candidates’ suitability to 
scope of work Fit for purpose job offers

On-boarding – streamlining the hiring 
process and automating it Practicality

Training Relevance to job, career, and 
performance

Performance management – 
identifying good and deficient 
performance

Performance Improvements

Advancement – Promotion guidelines, 
indicators, and triggers Performance based decisions

Retention Prediction of high-risk employees

Employee benefits

Determination of the benefits’ relevance 
to enable competitiveness and employee 
attractions; benefits’ alignments with 
organizational financial performance.

 



49

The relationship between a senior executive leader, a leader, a manager, and a supervisor 
with their direct and indirect employees respectively is genuine human interaction. Most elite 
organizations in the world value people as the most important “asset” of their business. Albeit 
I do not agree with the word “asset,” as humans are far more superior than that, but just to 
highlight the importance in general corporate terms. 

Elite organizations put talent, talent management, employees, and employee’s 
development, talent growth and retention, and overall high-performing population, at the heart 
of everything that they do; millions of dollars are spent yearly to evolve, develop, train, prepare, 
solidify, challenge, attract, and retain top talent and culture respectively. 

The human element, the connection, the “one on one” private, tailored, and strategically 
focused meetings that happen between senior leaders and their employees, especially the high-
performing ones, are so critical and essential to the continuity of business, establishment of 
an elite culture, and for ‘positive word of mouth” for top talent to continue attracting external 
top talent into the organization ; for employees to feel the sense of belonging; for the culture 
of loyalty to be enriched; healthy competitiveness to be fostered; trust through constructive 
feedback and dialogue to be the currency dealt with; “open-door” policies to be instilled, and 
to bridge gaps that are not necessarily attainable through any other means, especially through 
algorithms, but through the human touch (HBR, 2023). 

Please, let’s reflect on the difficulties in making meaningful human connections and 
relationships, these days; bombardment of technological distractions, sending a message, which 
is readily available through many “at your fingertip solutions” versus securing “in person” 
meaningful conversations, and the fact that time’s unavailability,  passes by so quickly, effort 
it takes to get into one’s vehicle to go see someone, or spend the time to connect with someone 
one to one personally, all make it quite difficult and quite easy to make excuses not to meet 
and not to connect in person.  Regardless of the software we have in place, the sophistication 
and advancements of the algorithms used, and the overall buffers placed within it to eliminate 
errors; algorithms and AI will always fall short of replicating the human connection, will not 
accomplish as much in its stead.

Having had the privilege to have worked with several international organizations, the 
breadth of the organizations spread over the globe’s entirety; having had the privilege to interact 
and work with several cultures across the world; having had the career bandwidth and successes 
to lead several cultures, take it a step further, several and almost all nationalities throughout 
my career, I value the human touch more than any other means for establishing meaningful, 
impactful, and lasting relationships and connection. There is an essence, an indescribable 
energy, about sitting down across the table and aligning against what is important, discussing 
what matters, allocating the time to resolve an issue, and setting the stage for collaborative, 
“win-win,” outcomes for years to come. 

It meant the world to me when one of my previous employers’ senior executive leadership 
team took and made time to connect with me “one-on-one”. I felt like I was the only employee 
in that organization, it made me feel ultra special, and it created a sense of belonging, as 
well as a sense of loyalty, that nothing else could replicate. It felt really special the fact that 
this very senior executive and individual in that organization, having global and overall 
corporate responsibilities, and the fact that they had tens of thousands of employees under 
their supervision and watch, took some time out of their busy schedule, putting aside a lot of 
responsibilities, just to be able to connect with me individually. These are memorable moments 
that are not forgotten, will stay with me for the rest of my humble career; these are instances 
that-at a moment of a weakness-come into play, occupy your mind and help you and guide 
you to do the right thing.  Memorable opportunities and snapshots of time that will resonate 
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with you throughout your entire career in that company, and throughout your entire career 
holistically. You will always remember that conversation, the setting, where you two met, as 
far as remembering what you had for food and how engaging the conversation was. The best 
part is when you were given accolades for the great work that you do consistently, you were 
assured that at the very helm of the organization someone cared, is aware of what is happening 
despite all that is on their plate, and cares about what’s going on in your world is so special and 
unforgettable.  Leaders that invest actual time and energy to inform you that you are worthy 
of their time, they could be of help to evolve your professional career, are counting on your 
continued exceptional performance to help you help them, and to collectively continue to grow 
the company while evolving to the next incredible leader. 

Opportunities such as these cannot be replicated through any algorithm and cannot be 
computerized or replaced; these are moments that must be governed, lead, and absolutely 
embodied by the human touch and its genuine connection. It is absolutely prudent that we 
use “fit for purpose” means wherever applicable; the fact that a senior leader took the time to 
individually connect and share lessons learned and invest in my development and growth is 
something that is tailored to my career growth, my accomplishments, as well as my progress 
progression and my specific professional path within the organization; the same senior leader 
will probably have a different discussion with someone else in the organization that is tailored 
to their specific needs and aspirations and focused on their fit within the organization and the 
respective organizational needs of them to best establish the ‘win-win” outcomes. Algorithms, 
software, programs, and any kind of computer language, simple or complex, will fall 
tremendously short of coming close to simulating, emulating, and replicating such experiences 
in any way, shape, or form (AON, 2024).

There is just something magical about the human touch, the human connection that 
builds loyalty; emotional intelligence that reads the body language and allows adjustments on 
the fly in the approach and the conversation’s positioning; social intelligence that allows us to 
navigate the way and learn about various cultures, and especially to those that we are working 
with and talking to, and showcasing how we have learned and adapted to their culture, out of 
respect, courtesy, and sense of belonging as humans. No software, algorithms, or augmented 
intelligence can pave the way to having these types of connections, such adaptable approaches, 
and readiness for adjusting the approaches, on the fly, as conversations evolve and mature 
(LinkedIn, 2024). 

Human resource operations are quite critical, often to be frank, underestimated for the 
impact they have on organizational performance, cultural health, and the ability to enable all 
the right elements and ingredients that would help evolve healthy cultures that would advance 
agile strategies and important corporate initiatives forward. 

If we master the art of human resources through genuine and integral, as well as authentic 
human touch and behaviors, we will often see attrition at the lowest rates and loyalty at the 
highest rates; longer term, you would actually save the company a lot of money because you 
wouldn’t have to pay attrition bonuses, you would not have to worry about Labor laws and 
lawsuits, and no one would be doing anything but the best of the best to help the company 
be the best at what it’s set to be. Such investments will take time, preparation, consistency, 
repetitiveness, and require a lot of authentic and from the heart approaches; such strategies 
require people to be at the heart and soul of everything that the organization does (HBR, 2023). 
However, such strategies in human operations will trump anything else the corporation tries 
to do to retain people; obviously we have to invest in everyone’s training, betterment and 
involvement, and sometimes educational advancement, but those are investments that are 
secure returns and further advance the notions of loyalty, best behavior, and it becomes an 
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infectious leadership culture that continues to evolve and grow, and the leaders start grooming 
and growing leaders instead of followers, and the entire organizational health continues to 
thrive and excel (HBR, 2024). 

As they say, there is a time in place for everything; the human touch is applicable in 
most applications and algorithms and software’s are applicable in others. The best approach is 
to have a systematic body that embodies both approaches, a balanced approach to the holistic 
leadership and management of all HR requirements and operations (INSEAD, 2024); leverage 
AI and algorithmic machine learning based software to best advanced operational efficiencies, 
inclusive of HR operations, help streamline onboarding and training of employees, drive 
efficiencies in overall benefit’s structuring, benchmarking, and salary studies, and set the stage 
to maximizing on efficiencies of hiring, vetting of candidates, and overall guided approaches 
of streamlining operational streams. On the other hand, the human touch and connection 
would be used to take on the most complex of tasks, those that require the human element, 
connection through emotional and social ties; psychological understanding of behaviors, proper 
understanding of body languages, and the overall vetting of communications through listening 
to listen skills, so that the best outcomes of the human connection yield the required results to 
continue advancing personal, professional, and corporate strategies forward while solidifying 
a positively driven culturally attractive organization. 

There are numerous examples of how we can apply artificial intelligence into streamlining 
HR operations so that they are more effective, efficient, and a lot more aligned with overall 
corporate strategies and retaining talent. I will mention a few examples of these, but these 
should not come at the expense of the human touch and the fact that it is critical and crucial 
that we stay connected as professional societies and as human resource organizations with all 
the employees to secure that we are at the pulse of all their requirements while we continue to 
streamline operations to best serve the organization, the customer, and the overall employee-
base.  As previously stated above, based on experience and knowledge, it is wise to jointly use 
both approaches for success.

Artificial intelligence enables the hiring process through having algorithms that would 
enable applicants’ vetting and grouping by filtering through their respective years of experience, 
scope of work alignments, and geographical suitability; grouping applicants based on their 
geographical expertise; bundling applicants in categories of core expertise; and another 
algorithmic enabler would be highlighting applicants time of job application to help hiring 
managers understand when various applicants, of different experiences and expertise, apply 
so that they understand how long they need to keep a job posted for. Most jobs, depending on 
the industry and background, yield hundreds of applications; some applications are meaningful 
and “fit for purpose” and certain applicants apply regardless of whether they are fit for the job, 
or not. The right algorithm here would help human resource operations, as well as a hiring 
managers, filter all the non-qualified applicants immediately and help with time management 
and efficiency so that the remaining resumes are the best of the applicants’ pool and the hiring 
manager and their respective human resource partners can focus their time on trying to hire the 
best of the best from the qualified applications that have been sent through the right algorithms’ 
filters and have been vetted and monitored throughout the months to secure trust in the decisions 
that the algorithm is making.  

Reflecting on my years of leadership, I remember having to go through so many resumes 
and applications – a waste of time – that had nothing to do with the job posted, the expertise 
it required, and overall years of experience needed. Out of the two hundred applications that 
were put on my desk, I ended up highlighting three to five that were worthy of interviews 
during the first round. This is while leading a 500+ strong organization and having operations 
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across the entire region, and hundreds of millions in profit and loss responsibilities. I would 
have appreciated having an algorithm, at that time, which would have done all that work for 
me and saved me hours of meticulous reviews to highlight and select candidates that may be a 
fit, worthy of an interview. 

Another great algorithm that would’ve helped streamline efficiency and maximize on the 
outcomes would have been cross checking what people put on their resumes against what they 
had posted in social media, professional platforms, or LinkedIn and comparing those against 
what the job’s requirements inclusive of its location; several occasions, I had people show up 
to the interview where somebody else completely wrote their resume and said exactly what the 
job required them to say and needed of them, but when they showed up for the interview they 
had nothing to do with their resume and they knew nothing about the job?! 

Another great example where AI and algorithms would’ve helped streamline hiring and 
expedite readiness would be in algorithms and machine learning securing that all applicants 
that have applied are willing to relocate for a position, or a country, that the job is required them 
to be located in; so many candidates would be completely surprised when they show up to their 
interview, we tell him/her that the job is based in “country X”, and their immediate responses 
are “I did not know that, this may be a problem for me”. The reason this is so ineffective and 
inefficient is most of the time these candidates end up being ideally fit for the role, but they are 
unwilling to relocate; therefore, we have just wasted organizational revenue and resources as 
well as the hiring managers’ time. 

These type of inefficiencies, as well as misalignments, are quite avoidable; the right 
algorithms in place will definitely secure such events not to be repeatable; most of the people 
looking after hiring are stretched in so many directions, hiring managers are wearing so many 
hats- having to do so many things all at the same time- details end up being missed, and as a 
result inefficiencies are realized and experiences are diluted. 

The above are highlighted examples, some of many, that happen on a day-to-day basis in 
typical human resource operations amongst most organizations; these are specific to the act of 
hiring, which is one of many operational aspects of human resource organizations. Envision the 
impact AI and trusted algorithms can have on assigning the right training for the right employee 
filling the right and required gaps to attain the right professional growth and realize that 
required organizational potential; envisage streamlining the on boarding process and making 
it seamless, effective, and quite timely, with all the right resources allocated, at the right time 
and in the right place, and all the required trainings assigned, and all the introductions required 
made so that the onboarding processes of employees are seamless, done in record time, and 
the employees are as close as possible to readiness, on day one, to hitting the ground running 
and starting to realize personal and organizational growths from day one!  How impactful, 
productive, and effective would it be using algorithms to set the travel schedules properly 
for employees, executives, leaders, and across the organizational org structures; looking at all 
the required safety and compliance check points, securing all the right approvals are in place 
automatically via vetted delegation of authority matrices that are all approved, vetted, and 
trusted so that the employees’ travel plans, approvals and expenses’ allocations are on all in 
place in a timely manner while securing cost competitiveness.  

The above are real-life examples of some very simple and basic aspects of day-to-day 
operations in normal and massive organizations that must streamline operational efficiencies, 
make life a lot easier for everyone, and secure that the right resources are spent at the right 
and highest payoff activities; inefficiencies are avoided, frustrations are eliminated, and the 
right tasks are assigned and executed by the right algorithms. There is a time and a place for 
everything, and we need to have the right tools for the right jobs used for the right purposes to 
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yield the best results without taking away from the experiences, affecting outcomes, and living 
the moments. 

However, algorithms and artificial intelligence cannot replace the human touch. They 
can enable better experiences through streamlining efficiencies and securing that all the 
administrative jobs can be looked after effectively and efficiently, so that leaders and human 
resource partners can focus on the human touch, enabling the best employee retention plans, 
hiring, onboarding, and growth and grooming. 

Throughout my humble career and experiences, as a senior leader, I have had the 
privilege of leading a lot of team teams, and being able to build a lot of successful businesses 
centered around purposeful, enthusiastic, energetic, and laser focused teams and cultures. I 
was personally involved in every aspect of the business, I made sure that every employee to 
the best of my abilities taken care of, and I made sure that the top ten to fifteen percent of the 
organization had personal time and connection with me.

People leadership, leadership in general, is one of the most sophisticated aspects of 
running a business; if gone right, cultures thrive and results are realized-everybody wins; if 
gone wrong, cultures are toxic and results are not realized, and therefore everybody loses. 
Such an impeccable and impactful mission cannot be assigned to algorithms, no matter how 
sophisticated and encompassing the algorithm is, as it will never be able to simulate every 
single aspect of human interactions and the human touch.

Throughout my various leadership journeys, I have had the pleasure of mentoring and 
coaching team members, male and female, and from all aspects and places of the world, and 
that is one leadership trait that for sure cannot be simulated through any algorithm. Mentorship 
and coaching are very vital to creating loyalty, helping professionals move their careers forward 
and correctly paced, and it may sometimes end up morphing into being a personal consultation, 
navigating through a personal affair, which may result in saving lives and keeping families 
together. 

These types of personal and tailored employee discussions require preparation, agility, 
adaptability, confidentiality, and most importantly trust and integrity that always govern the 
entire conversations. There is no room for errors, no room for absolute value responses, and 
no progression without the ability to read emotional reactions and understand body language. 
These are the type of conversations that can only be led by humans, understood by humans, 
and governed by the human touch that positions for best overall outcomes. Talking to a 
female supervisor leading a field job in Iraq is a completely different discussion then a female 
professional leading an entire team on an offshore rig in Algeria and is yet a completely different 
discussion then a mid-career female talent leading an entire business in North America or trying 
to make the next big organizational restructuring in Europe. Such discussions would also be 
quite different talking to a Hispanic male supervisor that is running a job offshore in the Gulf of 
America in comparison to a discussion with an African male professional running a drilling rig 
in the middle of the equator rainforest. Having a discussion with an employee that is excelling 
at their job to take a role based in Angola and convince them that it’s the right next career move 
for them, looking forward two to three years down the road, is not a discussion you can have 
every single day and you have to prepare for that; no AI will help you have that discussion 
effectively, and no professional will accept that discussion, ready to make that decision, if the 
conversation was AI lead or algorithmically configured. 

Globalization versus localization is also best leveraged and executed through experienced 
human interactions and intelligently guided personal discussions. Part of being a global 
company working in local markets is knowing exactly how to leverage the local talent and 
give back to the local communities, so that you are adding value and creating positive content 
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within the country the business is benefiting. Maturities of various local markets varies, 
having the experience of working in various local and global markets, one will find that the 
cultural and professional maturities, as well as cultural and professional readiness, vary from 
one country to the other, and vary within the same country itself based on specific in-country 
advancements.  You must deal with cultural entitlement, and you must deal with various cultural 
gaps and classes within the same community to best tailor the message, go to market strategies, 
and operational initiative. 

Another particularly important and critical area where algorithms and artificial intelligence 
fall short of replacing, or replicating, the human touch and connection is “communication.”   
Clear, crisp, and concise communication is essential to any organizational success; it is 
imperative that the human touch remains quite involved in all kinds of critical communication 
to secure full alignments, clear understanding, and elimination of any gaps, or mistranslation 
of imperative objectives. 

Messaging and understanding communication vary from one organization to the other, 
and within the organization it varies from one individual to another, from one country to the 
other, from one group of companies to another, and from one product company to another 
within the same organization. The governing factors that impede proper communication center 
around experience, age, communication, barriers, language barriers, connectivity barriers, and 
general other challenges, inclusive of, but not limited to, maturity and age.

Additionally, all strategies, initiatives, and overall intelligence must be communicated 
across all levels of the organization with the most effective means available, sometimes it is 
generic overall blanket communications. However, to drive the right understanding forward and 
to enable full alignment on all the goals and objectives to secure that everybody understands 
what’s required in order to meet the overall corporate strategies’ objectives, leaders would 
have to get involved personally; generally, setup mini town halls and group meetings in order 
to secure that everybody is aligned and has gotten the message’s essence to the best of their 
abilities; you would find that many mini-announcements follow the big message to break it 
down, enable its intake, and to secure alignments and intelligence absorption. 
 

3.2.2 Explainability 

	 The possibilities of algorithmic based decisions’ challenge are high, forcing leaders 
and managers to need for readiness to explain mechanisms of the algorithmic decisions, 
methodologies for the decisions, and results’ explanation and articulation. There’s something 
about meeting, face-to-face, and having group discussions; fire-side chats that clear the air and 
enable unity or huddling in a boardroom and discussing initiatives and strategies as teams that 
algorithms cannot replicate; the power of the human connection far surpasses any intelligence 
any algorithm can put together to decipher any human emotional code or deliver any human 
required message. As highlighted above in earlier and previous sections, every aspect of 
artificial intelligence and algorithms play a critical role in streamlining human operations, and 
securing that things are efficient and running smoothly; however, it will be quite difficult and 
challenging for any algorithm or artificial intelligence to replace the human touch and the 
human connection that far supersedes any other. 
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Figure 2: Factors Determining Organizations’ Readiness for AI Implementations 
(INSEAD, 2024)

  

3.2.3 Back to Operations: Employee Reactions to Algorithmic Decisions 

	 The above not only is a challenge of communication but also underpins the challenge 
that algorithm and artificial intelligence would have in taking on this initiative and securing 
clear and concise communication across the organization. Human touch is necessary, and it 
far outpaces and outperforms any algorithm set to secure clarity in communication happens 
across the board. The human touch has an impact, which is far more effective than algorithmic 
decisions (LinkedIn, 2024). The above facts do not negate the fact that sometimes as humans 
we respond more favorably to algorithmic based decisions than we do otherwise: no benefits’ 
increase, or no raise, for example.
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3.3 Discussions 

	 This section addresses the AI challenges in HR management and offers practical 
recommendations. Table 1 summarizes recommendations, with the “Operations” column 
positioned at the end to address the changes brought about by algorithms. Recommendations 
are made to help streamline and address the potential challenges (IBM, 2024). 

Table 2. Possible Pathways to Challenges of AI and The Human Touch, created by 
author.

Challenges Responses

 Information Algorithm’s 
Adaptability Decision-Making Operations

HR’s Outcomes’ 
Complexities 

Employees’ buy-in 
into the metric 

Diversify of outputs 
through various 
algorithms’ designs

Managers’ 
discretion is based 
on the algorithm’s 
predictions, 
experiments based 

Timely checks 
and reviews  

Data 

diversified data 
use measure it 
against operational 
and financial 
performances; 
validate through 
third party vendors

Use vendor-trained 
models 

Managers’ guided 
involvement 
with algorithm’s 
recommendations 

 practice and 
reverse design 
continuously

Accountabilities; 
conformance to 
labor laws 

Evolving training 
modules   

Errors’ balances and 
checks 

Diversify choices 
with probabilities 
algorithmic 
predictions

Specify a code 
of ethics for 
AI-related 
initiatives. 
Stand an AI 
Committee 

Employees’ 
Reactions vetting Attain employees’ 

guidance 
Double check 
decisions; benchmark 

Attain employee 
feedback; 
monitor 
reactions and 
engagements  

	  
We all need help, these days; delegation of tasks is one of the many effective ways used 

by mature and effective leadership to try to grow and groom, talent, expose them to you and 
diversify initiatives, as well as enable their contribution to the team while being stretched 
on their assignments within their bandwidth. Delegation of tasks, based on certain outcomes, 
thresholds, and set indicators, can be automated via algorithms, and can be set as a tool through 
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software to best enable association of various tasks to specific team members, and it can help 
match those initiatives to the team’s skill sets and expertise. The byproduct benefits of this 
are numerous as it allows for proper allocation of resources, maximizing on efficiency of 
manpower, and securing that the entire output of work is a shared success amongst the team 
where everybody contributed within their means, as well as learned, evolved, and matured 
during the process (AON, 2024).

I have spoken, above, about communication and its challenges as well as opportunities and 
enablement, and the fact that the art of communication remains one of the main challenges of all 
elite organizations. What a way to use algorithms and software, as well as artificial intelligence, 
to streamline workload, maximize on the resources in place, strengthen the team spirit, reduce 
overall costs while maximizing profits, and secure opening lines of communication that would 
not have been possible before. This is another standup effective example of how-to best leverage 
algorithms and artificial intelligence to best enable alignments on key performance indicators 
while securing that everyone is treated fairly, as everyone got assigned exactly what they are 
capable handling while complementing some of the gaps in skills they have (HBR, 2024). 

Reputable organizations that are looking at maximizing their leaders efficiency while 
securing they optimize their time on effectively, communicating strategy, connecting with the 
overall manpower group, and securing that their high talent and top performers always have 
consistent communication and touch points with their senior executive leadership team will 
leverage Algorithms and artificial intelligence to enable streamlining efficient approaches to 
leading the business while making sure that is governed with compliance, checks and measures, 
and maximizing the chances for everyone’s success (INEAD, 2024). This is critical for business 
continuity, not to mention maximizing the success of coaching, mentoring, and overall guided 
talent discussions whereas both the coach and coached need to invest energy, time, preparation, 
and effort to maximize the chances of talent preparation, growth, and grooming.

An example that comes to mind is the automated auditing of expenses, employee 
submissions of their spend on behalf of company, credit cards, and making sure that those 
spends are done according to the rules and guidelines of compliance, professional business 
conduct, and overall corporate guidelines for spending money on behalf of the organization 
to advance its business strategies. These automation and auditing tools will help streamline 
some of the administrative tasks that leaders have to embark on and complete while leading 
an organization, and that will help maximize their time allocation, securing that they invest as 
much of their rime as possible towards management of human resources’ initiatives and overall 
operational excellence that drive the right outcomes and business results. 

Great leaders know that for them to move onto their next career growth opportunity, they 
would have had to prepare their next few replacements and must be ready for the plug and play 
option to best secure business continuity. This does not happen if talent management is not well 
invested into, and if the right training and grooming initiatives are not fostered, applied, and 
advanced (HBR, 2024). 
 

3.4 Conclusions 

In an ever-changing and quite difficult to lead and complex business environments, where 
emerging industries are at the spotlight of all attention, progressing at impressive advancement 
rates and attracting talent and investors; where time management and availability are super 
critical and finding the right time allocation for all the required leadership initiatives and tasks, 
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taken on by managers and senior leaders, arts that not many are able to master and excel at; 
at times where most leaders are stretched, human resource departments are resource-thin, and 
strategic information and compelling intelligence are readily available at employees’ fingertips, 
algorithm and artificial intelligence leverages and deployment becomes an inevitable initiative 
and business tool that is prudent to embrace (AON, 2024). 

Hope must guide what we do; intentions must be at the highest of levels and forms, 
and experiences and expertise must be at the heart of the strategies organizations set and the 
heartbeat of the cultural pillars’ teams are founded upon. No algorithm or artificial intelligence 
can replace the human touch and intelligent interactions, but they must coexist in manners that 
enable efficient approaches, collaborative spirits, and continuous improvement mindsets where 
these algorithms continue to improve and evolve as business challenges and team and talent 
management continue to get more complex, transition, and advance forward (INSEAD, 2024). 

It is imperative to use algorithms and to embody AI correctly; a must for business 
continuity as well as for excelling in an ever-challenging environment, whereas fierce 
competition for top talent is at its highest peaks, emerging and more attractive industries are 
evolving quickly, and adaptability, as well as flexibility to remote work environments remains 
a controversy. Leveraging these tools, we have and partnering with technological solutions that 
will set organizations and teams apart are as smart and creative, as well as hopeful and well-
intentioned, of business strategies to advance mastery of the art of business performance. 

I have made bold statements above throughout this chapter, one of which is that talent, 
people, and high performance must be at the heart of everything elite organizations do. 
Leadership with soul must guide and transition business initiatives into better arenas and help 
realize better and more effective outcomes. Organizations without the right talent and people are 
like a plant without water; survival chances are minimized while continuity and survivability 
are dwarfed (LinkedIn, 2024). 

Leadership through algorithm and artificial intelligence, must be assisted and enabled 
to lead the various business initiatives, align with administrative tasks to enable focus on the 
right talent, grooming, and growth, so that the strategies and focus areas of the business are 
realized. Yesterday’s way of leading an organization will not survive or continue for tomorrow’s 
business environment; what used to work in the past will not work in the future. Evolvement is 
necessary, aligning with the times is inevitable, and progressing with technological innovation 
and solutions, in all aspects of the business, are essential; especially when it comes to leading 
the right human resource initiatives. It is frightening and overall worrying to know that less 
than 25% of organizations have embodied any means, or form, of artificial intelligence; scary 
and worrying to learn that talent and generational progress is outpacing organizational agility, 
ability to contain and evolved at the same rates (INSEAD, 2024).

Causal reasoning is the first principle relevant to addressing these challenges across 
the stages of the AI Life Cycle as it helps with issues of fairness and explainability (IBM, 
2024). Causal reasoning has both benefits and limitations. Employers must first accept the 
greater costs, and lower predictive power from their algorithms, and they must work to develop 
consensus about causal assumptions in advance of modeling. These challenges explain why the 
data science community is often skeptical about reasoning AI systems (HBR, 2023). 

Randomization is a second principle that can help with algorithmic-based decisions, in 
part, recognizing that what constitutes “noise” in modeling is useful for improving algorithmic 
models. Our surprising conclusion is that fairness and explainability in HR decisions improve 
significantly by recognizing algorithm limitations and adding an element of randomness (van 
Esch P., 2021). 

The art of communication remains to be one of the most challenging initiatives any 
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organization takes on; gaps in communication, misunderstanding of information across the 
various organizational levels, translation of objectives as it gets communicated down the 
organization, and overall professional experiences and maturities, affect the ability to translate 
the goals and objectives into actionable initiatives that yield the results they were intended for.

Implementing data analytics will enable the HR function to integrate more effectively 
with other business areas, especially finance and operations. HR leaders face the risk that if 
they do not actively engage with the potential of AI, another business function may assume 
control over it (INSEAD, 2024). 

Leaders should adopt AI, organizations should train for its use, and employees should 
accept it. All actions should be guided by ethical principles, human considerations, and data 
integrity (Jobylon, 2024). Efficiency, technology, and balanced approaches do not necessarily 
always align. AI-management tools and HR need to align to best drive meaningful, impactful, 
reliable outcomes (van Esch P., 2021). 

I call upon all leadership to put artificial intelligence to best use; embody its many ways 
and forms of advancements, and best position their organizations for today’s and tomorrow’s 
challenges, needs, progress, and successes. Organizations that are best leveraging artificial 
intelligence tools, the right algorithms that continue to evolve and improve, will be leading 
the charge in business growth and maturity, investors’ attraction and trust, business lines’ 
adaptability and improvement, as well as talent attraction, and retention. Such organizations 
will be able to do all of this while performing at the highest levels of profitability while instilling 
the most efficient cost structures (HBR, 2024).
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The net gain of AI and sustainable development remains a critical area of inquiry, as Artificial 
Intelligence (AI) offers opportunities and challenges in advancing sustainability. AI offers 
benefits like optimized energy use and improved resource efficiency, but its rapid adoption 
also results in high energy consumption, increased e-waste, and resource depletion. This 
contradiction is referred to as the Sustainability Paradox and calls for a structured evaluation 
of AI’s impact. The Sustainable AI Impact Assessment Framework (SAIAF) serves as a tool 
to measure AI’s role in sustainability while accounting for its unintended consequences. It 
assesses AI across three dimensions: environmental (carbon footprint, energy use), social 
(labor market changes, ethical issues), and economic (cost efficiency, long-term resilience). 
Case studies in precision agriculture and smart energy grids demonstrate how SAIAF aids 
policymakers and industries in minimizing negative impacts while enhancing the sustainability 
gains of AI. However, fragmented global policies complicate the effective implementation of 
AI for sustainability, leading to inconsistent regulations and misaligned objectives. This paper 
highlights the importance of cohesive AI governance and shared sustainability standards. By 
incorporating SAIAF into policies and industry practices, AI can shift from being resource-
heavy to becoming a strategic sustainability ally. The study suggests further research on the 
sustainability of AI lifecycles, adaptive policies, and innovations in energy-efficient AI systems 
for a more balanced and responsible future.

Keywords: Sustainable AI, AI and Environmental Sustainability, Energy-Efficient AI and 
Green Technology, Sustainable AI Impact Assessment, AI Policy and Global Sustainability;



61

4.1 Introduction

Artificial intelligence would be key to achieving the UN Sustainable Development 
Goals (SDGs) across various sectors (Vinuesa et al., 2020). Its advanced capabilities enable 
organizations to monitor environmental changes, predict outcomes, and improve efficiency 
like never before (Weforum, 2024). For example, AI in precision agriculture uses satellite 
imagery, weather forecasts, and soil sensor data to optimize water, fertilizers, and pesticides, 
resulting in higher crop yields and reduced environmental impact (Winston, 2024). While AI 
offers significant benefits for sustainability initiatives, it may not be an absolute solution. The 
rapid growth of artificial intelligence (AI) offers both opportunities and significant challenges 
for sustainability. Complex AI models require a significant amount of energy. For instance, 
a single ChatGPT query uses nearly ten times the electricity of a standard Google search. AI 
applications could lead to a 160% increase in data center power demand by 2030 (Goldman 
Sachs). There are concerns about its high energy consumption, the resource-intensive production 
of AI hardware, and potential socio-economic disruptions due to automation and technological 
inequalities (Tabbakh et al., 2024; Patterson et al., 2021). For example, Vinuesa et al. (2020) 
found that AI could aid in achieving 134 Sustainable Development Goal (SDG) targets, but it 
could also hinder progress on 59 targets, highlighting its mixed impact.

	 Sustainability is a critical component of contemporary development initiatives, striving 
to harmonize environmental, economic, and social dimensions to address current needs 
without jeopardizing future generations (Brundtland, 1987). Nonetheless, well-intentioned 
sustainability efforts can occasionally yield unintended consequences, giving rise to what this 
chapter termed the Sustainability Paradox. The chapter defines Sustainability Paradox as the 
phenomenon of well-intentioned sustainability initiatives that inadvertently result in negative 
consequences.

	 In the early 2000s, biofuels were promoted as a sustainable alternative to fossil fuels to 
lower greenhouse gas emissions and decrease reliance on non-renewable energy. Governments 
encouraged using crops such as corn, sugarcane, and palm oil for biofuel production. However, 
this led to significant negative consequences: Deforestation in Southeast Asia and the Amazon 
has led to significant forest clearing for palm oil plantations, resulting in biodiversity loss and 
higher carbon emissions. This undermines the environmental benefits of biofuels (Oliveira et 
al., 2021; Gao, 2011). The movement of agricultural resources to biofuels has raised global 
food prices, making staple crops less affordable for vulnerable populations, particularly in low-
income countries (Liu & Wang, 2022).

	 Electric vehicles (EVs) are marketed as a sustainable way to cut greenhouse gas emissions 
and air pollution. They do reduce emissions by decreasing reliance on fossil fuels, but their 
production and disposal can have substantial negative effects: Mining for rare-earth minerals 
used in EV batteries, such as lithium, cobalt, and nickel, leads to significant environmental 
damage. It results in deforestation, soil erosion, and water contamination. For example, lithium 
extraction in South America’s “Lithium Triangle” can use up to 500,000 gallons of water per 
ton, causing severe water shortages (Ahmad, 2024). Furthermore, mining activities contribute 
to greenhouse gas emissions, potentially negating some of the carbon savings from electric 
vehicles (Dunn et al., 2012). In the Democratic Republic of Congo, where over 70% of the 
world’s cobalt is mined, exploitative labor practices, such as child labor and unsafe working 
conditions, are widespread (Amnesty International, 2024).

	 Battery recycling faces significant challenges due to a lack of infrastructure for lithium-
ion batteries, leading to increased electronic waste. Improper disposal can release harmful 
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chemicals into the environment (Forti et al., 2022).
	 Both examples demonstrate that sustainability initiatives can lead to unintended 

environmental and social challenges. It highlights the urgent need to assess the impacts of the 
Sustainability Paradox and develop strategies that align AI development with sustainability 
principles to maximize benefits and reduce risks. This chapter evaluates the lifecycle impacts 
of AI initiatives, focusing on addressing unintended consequences to protect resources for 
future generations. It explores the balance between AI innovation and sustainable resource 
management, emphasizing AI’s crucial role in advancing sustainable development while 
promoting resilience and equity.

4.1.1 Definition of Scope and Terms of Chapter

	 The definitions provided below will help clarify the terminology utilized throughout the 
chapter and the scope of these terms.

•	 Sustainability: Sustainability is commonly viewed through an environmental lens 
(Bosselmann, 2010). However, this chapter takes Purvis and Robinson’s (2019) 
multidimensional approach to incorporating environmental, economic, and social factors 
into its scope. It also refers to the Brundtland Report (1987), which defines sustainability 
as development that satisfies present needs without compromising future generations’ 
ability to meet theirs.

•	 Artificial Intelligence: The advancement of machines equipped with human-like 
intelligence enables them to perform diverse tasks and make informed decisions that 
traditionally necessitate human cognitive abilities (Kok et al., 2009). 

4.1.2 The Sustainability Paradox 

	 Sustainability represents a fundamental focus in contemporary development, aimed at 
balancing environmental, economic, and social needs to secure the well-being of both present 
and future generations (Brundtland, 1987). At its essence, sustainability initiatives underscore 
the importance of efficient resource utilization, the adoption of renewable energy sources, and 
the development of sustainable supply chains (Brundtland, 1987; Wang, 2021). Nonetheless, 
despite these well-meaning endeavors, sustainability practices may occasionally yield 
unintended negative consequences, referred to in the chapter as the Sustainability Paradox. This 
paradox manifests when actions intended to improve sustainability inadvertently exacerbate 
environmental degradation or intensify social inequalities. For example, sustainability initiatives 
frequently expose deficiencies in conventional resource management practices, revealing 
underlying trade-offs that might lead to counterproductive results. These challenges underscore 
the necessity for proactive strategies that anticipate and mitigate potential drawbacks prior to 
their escalation.
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4.1.3 The Sustainability Paradox in AI Applications 

	 AI-driven sustainability solutions hold potential in various industries (Weforum, 
2024), but they also create new environmental and social trade-offs toward the Sustainable 
Development Goals (SDGs) (Vinuesa et al., 2020).

AI in Precision Agriculture:

•	 Mitigation: AI-driven predictive analytics enhance the use of water, fertilizers, and 
pesticides, boosting crop yields while reducing resource waste (Winston, 2024).

•	 Contribution to the Paradox: The production of AI hardware for agriculture depends on 
rare-earth elements, leading to resource depletion (Oliveira et al., 2021).

AI in Smart Energy Grids:

•	 Mitigation: AI improves renewable energy integration and stabilizes the grid (Patterson 
et al., 2021). 

•	 Contribution to the Paradox: AI-driven energy optimization demands high computational 
power, which can raise overall electricity consumption and may depend on fossil fuel-
based grids (Bender et al., 2021).

	 Table 1 contrasts traditional sustainability efforts with those to prevent the Sustainability 
Paradox. While traditional sustainability strives to balance environmental, economic, and social 
factors, prevention of the Sustainability Paradox focuses on avoiding negative consequences 
from these efforts. The goal is to prevent depletion and deterioration due to overuse or 
mismanagement (Singh et al., 2023). Understanding both perspectives is necessary for 
building resilient and adaptive frameworks. Organizations and policymakers can better tackle 
sustainability challenges by implementing early intervention measures and strategic resource 
management. This approach helps ensure that well-meaning initiatives do not undermine long-
term sustainability goals. 

Table 1: Traditional Sustainability and Sustainability Paradox Comparison

ASPECT Traditional Sustainability Sustainability Paradox 

DEFINITION

Emphasizes the need to balance 
environmental, economic, and 
social factors for sustainable 
resource availability and well-
being (Brundtland, 1987).

Practices or initiatives that 
unintentionally harm the 
environment or exacerbate social 
inequalities, ultimately failing their 
sustainability goals.

PRYMARY
OBJECTIVE

Uses resources in a way that 
fulfills current needs without 
jeopardizing the ability of future 
generations to meet theirs.

Identifies and addresses unintended 
negative effects of sustainability 
efforts to avoid harm.
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FOCUS Design systems that balance 
resource use, environmental 
preservation, and social equity 
(Sueyoshi & Goto, 2019).

Analyse and address the secondary 
or hidden impacts of sustainability 
practices.

APPROACH Promotes renewable energy, waste 
reduction, and green technologies 
for ecological harmony (Wang, 
2021).

Assess the lifecycle and broader 
impacts of “sustainable” initiatives to 
identify potential issues like resource 
depletion or inequity.

O U T C O M E 
RISKS

Focusing only on short-term goals 
can lead to overlooked long-term 
unintended effects (Sueyoshi & 
Goto, 2019).

Directly addresses long-term risks by 
re-evaluating sustainability practices 
to reduce harm.

Source: The Author (2025)

The intersection of Artificial Intelligence (AI) and sustainability also includes:

4.1.4 AI as a Tool to Promote Sustainability

	 Energy Optimization AI monitors and enhances energy consumption across diverse 
industries. Machine learning algorithms significantly improve the efficiency of renewable 
energy grids, facilitating more effective integration of wind and solar power (Wang, 2021). 
These advancements highlight AI’s potential to conserve energy and reduce carbon emissions. 
Furthermore, AI-driven predictive analytics are instrumental in optimizing supply chain 
operations and recycling processes, contributing to waste minimization and the efficient use 
of materials. For example, these algorithms enhance the sorting of electronic waste and the 
extraction of rare-earth elements, thereby fostering sustainability in material reserves (Forti et 
al., 2022). Recent advances in AI, such as transfer and federated learning, reduce reliance on 
large, centralized datasets, helping preserve data resources. These methods enable the reuse 
of existing datasets while ensuring privacy and promoting diversity (Sun et al., 2022). AI-
enabled platforms in education improve individuals’ skills for success in AI-driven economies. 
Adaptive learning systems, which tailor content to individual needs, are incredibly effective 
(Nguyen et al., 2023).

4.1.5 AI as Contributor to Sustainability Paradox 

Energy Reserves

	 Artificial intelligence and bottomless learning models consume much energy, producing 
high CO₂ emissions. Patterson et al. (2021) indicate that training advanced models can require 
as much energy as a small town. This highlights the importance of AI’s sustainability regarding 
non-renewable energy resources.
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Material Reserves

	 Producing AI-related hardware like GPUs and TPUs requires rare-earth metals such as 
lithium, cobalt, and neodymium. Extracting and processing these materials can cause serious 
environmental harm and raise sustainability concerns (Oliveira et al., 2021). Additionally, the 
quick obsolescence of this hardware contributes to the increasing problem of electronic waste, 
making it harder to manage these crucial resources.

Data Reserves

	 AI relies on large datasets for training, but gathering this data can harm social and 
informational integrity. Dependence on user-generated data raises privacy issues and diminishes 
trust. Furthermore, biased data collection limits diversity in datasets, which weakens sustainable 
AI solutions (Bender et al., 2021).

Human Capacity Reserves

	 AI automation can displace workers and erode traditional skills, leading to socio-
economic challenges that threaten social equity, which is crucial for societal stability and 
progress (Manyika et al., 2017).

4.2 Related Literature  

	 Artificial intelligence offers immense potential for organizations. However, business 
leaders must recognize how AI could complicate their sustainability goals and find a way to 
balance these conflicting demands (Ganesan & Mosier, 2024). Research shows that data centers 
for AI servers contribute to electronic waste, heavily consume water resources, and depend on 
unsustainably mined critical minerals and rare elements (UNEP, 2024). These centers also 
use vast amounts of electricity, leading to greenhouse gas emissions (UNEP, 2024). A recent 
review by Hagendorf (2024) emphasizes the pressing need to address AI’s environmental 
impact. Solutions include adopting renewable energy and using energy-efficient hardware 
for generative AI systems (Bender et al., 2021; Patterson et al., 2021). Generative AI models 
demand considerable energy, water for cooling, and specialized hardware that relies on rare 
metals (Bender et al., 2021; Gill & Kaur, 2023). Extracting these resources often contributes to 
further environmental damage (Shelby et al., 2023).

Global Challenge: Policy Fragmentation and AI Sustainability

	 Fragmented global policies, primarily shaped by Western perspectives, challenge 
aligning artificial intelligence (AI) innovations with sustainability goals (Frimpong, 2024). 
Different regulatory frameworks across regions hinder coordinated international efforts to 
address the environmental, social, and economic issues AI systems pose. Policy fragmentation 
results in inconsistent standards and uneven enforcement among countries (Gogsadze, 2022). 
Scholars argue that fragmented policies contribute to the Sustainability Paradox by allowing 
unsustainable practices to persist (Oliveira et al., 2021). This lack of cooperation impacts critical 
concerns like environmental sustainability and the fair deployment of AI. Without unified 
policies, countries prioritize their interests, causing duplication of efforts and inefficiencies 
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(European Commission, 2024). For instance, while the EU has implemented regulations like 
the AI Act and GDPR, many regions lack similar standards, creating discrepancies that slow 
international progress. This lack of a global framework for governing AI development and 
deployment hinders sustainability innovations. 

Regulatory Disparities

	 There are notable regulatory differences regarding AI between developed and 
developing regions. Developed economies, especially in Europe, have implemented strict 
policies on ethical AI use, data protection, and sustainability. For example, the European AI 
Act aims to create a risk-based framework for AI governance that ensures transparency and 
accountability and considers environmental impacts (European Commission, 2024). Due to 
limited resources, developing economies often lack strong regulatory mechanisms and focus on 
economic development and poverty alleviation (Amnesty International, 2024). They typically 
implement lenient regulations to attract foreign investment, resulting in poor enforcement of 
labor and environmental laws. This leads to ecological damage and exploitative labor practices 
in resource extraction for AI hardware production (Oliveira et al., 2021).
	 The difference in regulatory standards creates an uneven playing field. Developed 
regions gain from high governance while shifting harmful practices to less-regulated areas. This 
gap underscores the need for international cooperation to establish consistent AI sustainability 
standards.

Resource Imbalances

	 The uneven distribution of resources complicates global policy alignment. Wealthy 
nations with advanced technology, like Japan and Germany, can invest in renewable energy 
and effective recycling systems to promote sustainable AI practices. For example, they have 
established efficient recycling programs for rare-earth materials essential for AI hardware 
(Oliveira et al., 2021). In contrast, developing countries that rely on resource extraction often 
struggle to address the environmental and social costs of mining. For instance, mining for 
lithium and cobalt in the Democratic Republic of Congo (DRC) causes significant environmental 
damage and deepens socio-economic inequalities (Amnesty International, 2024).

Universal Patterns 

	 Existing research on AI and the Sustainability Paradox reveals significant insights 
highlighting patterns and contradictions in the relationship between AI technologies and global 
sustainability efforts. 

Energy-Intensive AI Models as a Universal Concern 

	 Training large AI models like GPT-4 and AlphaFold significantly contributes to global 
carbon emissions (Strubell et al., 2019; Patterson et al., 2021). This is especially problematic in 
regions where fossil fuels power data centers, such as parts of Asia and the Middle East. 
	 In Europe and North America, data centers using renewable energy help reduce AI’s 
negative energy impacts (Wang, 2021). However, these sustainable solutions are not evenly 
distributed, creating disparities in AI’s energy efficiency across regions.
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Material Resource Depletion

	 Extracting and recycling resources for AI hardware poses a significant global challenge. 
Mining rare-earth elements like lithium and cobalt predominantly occur in low-income countries 
such as the Democratic Republic of Congo and Bolivia, often resulting in environmental harm 
and socio-political issues (Oliveira et al., 2021; Amnesty International, 2024). Conversely, 
wealthier regions consume these resources at an unfair rate and lack proper recycling facilities. 
Developed economies like the EU and Japan are investing in material recycling innovations, 
but low-income regions, where mining has the most significant environmental impact, are 
lagging.

Data Exploitation and Privacy Concerns

	 AI relies heavily on large datasets, which raises concerns about data equity, privacy, 
and algorithm biases. Research by Bender et al. (2021) and Sun et al. (2022) indicates that 
the quality and diversity of these datasets are often inadequate, hindering AI’s effectiveness 
in supporting equitable sustainability goals. Privacy and data ethics are prioritized in regions 
with strong data governance, like the EU under GDPR. Conversely, countries with weak data 
protection laws, such as some in Southeast Asia and Africa, face higher risks of data exploitation 
and loss of information security.

Social Impact and Workforce Inequities 

	 The rise of AI-driven automation is resulting in significant job displacement on a global 
scale, particularly within low-skill sectors. As highlighted by Manyika et al. (2017), this trend 
raises important concerns regarding social inequities, which threaten the sustainability of the 
workforce. Advanced economies typically provide reskilling programs to address job losses, 
but such initiatives are rare in developing regions. This lack of resources increases inequalities, 
leaving workers in less developed areas more vulnerable to the impacts of automation.

Technological Progress vs. Sustainability Trade-offs

	 AI technologies offer efficiency and sustainability, but their environmental impact can 
negate these benefits. For instance, while AI-driven energy optimization, like smart grids, helps 
reduce emissions, the high carbon costs of AI model training can undermine these gains (Bolón-
Canedo et al., 2024). Contradictions also exist in transportation, as autonomous vehicles lower 
local emissions but rely on resource-heavy global AI infrastructure.

Regional Disparities in Resource Management

	 Countries in the Global South, rich in resources, are experiencing environmental 
degradation due to mining activities. In contrast, nations in the Global North, which consume 
these resources, are reaping the benefits of technological advancements without addressing 
the underlying causes of resource depletion (Amnesty International, 2024). This situation 
highlights regional inequalities, as the environmental costs are disproportionately shouldered 
by developing regions, while the benefits primarily flow to developed economies.



68

Policy Gaps and Fragmentation

	 While some regions, such as the EU, have implemented strict AI and sustainability 
guidelines, others are falling behind in establishing policies to regulate AI’s environmental and 
social impacts. This regulatory fragmentation leads to inconsistent global efforts to address the 
Sustainability Paradox.

Energy Sources and Infrastructure

	 Regions with abundant renewable energy resources, such as Scandinavia, have a 
competitive advantage in reducing artificial intelligence’s (AI) carbon footprint. In contrast, 
developing countries that rely on coal or natural gas face more significant challenges in aligning 
AI deployment with energy sustainability goals (Wang, 2021).

Cultural and Ethical Variations 

	 Privacy and data governance norms differ significantly across cultures. For instance, 
the European Union strongly emphasizes individual privacy, while countries like China use 
data more liberally for AI development. These cultural and regulatory differences affect how 
Sustainability Paradox issues related to data exploitation can arise (Sun et al., 2022).

Economic and Workforce Impacts 

	 High-income regions invest heavily in reskilling programs to mitigate the disruptions 
caused by AI in the workforce. However, developing regions often lack the necessary 
infrastructure or funding to implement similar initiatives, exacerbating global inequalities 
(Manyika et al., 2017). There is no universally accepted framework for evaluating AI’s impact 
on Sustainability Paradox. Research in this area is often fragmented, focusing on specific 
issues like energy consumption and electronic waste without adequately addressing their 
interconnections.

4.3 Key Gaps and Research Questions 

	 The literature shows a complex relationship between AI’s benefits and unintended 
consequences, shaped by patterns and regional differences. While AI can significantly enhance 
sustainability, it presents significant challenges in energy consumption, resource management, 
and social equity. 
	 There is no established methodology to evaluate the Sustainability Paradox holistically, 
particularly in AI-driven sectors. Current literature focuses on isolated aspects of AI’s 
unintended consequences, such as energy consumption, resource depletion, or social inequities. 
However, a comprehensive framework connecting these interdependent issues remains absent. 
For example, the relationship between AI-driven automation (social impact) and its reliance on 
energy-intensive computation (environmental impact) is inadequately explored.
	 AI’s dual role as a contributor to and a mitigator of the Sustainability Paradox lacks 
nuanced analysis. For instance, how AI can simultaneously drive efficiency in renewable 
energy systems and exacerbate resource exploitation through hardware demands remains 
underexplored.
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Significance of Research

	 Addressing the research gaps will enhance our understanding of AI’s impact on 
global sustainability through the concept of the Sustainability Paradox. This work will create 
practical frameworks and metrics for policymakers, industries, and researchers. It will also 
support equitable AI deployment in resource-constrained regions and inform strategies that 
balance AI innovation with sustainability, ensuring long-term benefits and reducing unintended 
consequences.

4.4 Sustainable AI Impact Assessment Framework 

	 To address the shortcomings in evaluating the sustainability impacts of artificial 
intelligence, this chapter presents the Sustainable AI Impact Assessment Framework (SAIAF) 
(see Figure 2). This framework encompasses holistic dimensions, lifecycle assessments, and 
dual role pathways, offering a comprehensive methodology to mitigate the Sustainability 
Paradox. The SAIAF emphasizes the interconnected effects of AI projects to ensure that 
sustainability solutions do not unintentionally exacerbate existing environmental and social 
issues. As illustrated in Figure 1, the framework assesses AI impacts through lifecycle analysis, 
dual role pathways, and consideration of regional contexts. 
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Figure 1: Sustainable AI Impact Assessment Framework
Source: The Author (2025)

4.5 How SAIAF Mitigates Unintended Consequences 

Holistic Dimension Impact Evaluation 
AI plays a dual role that affects all aspects of the SAIAF framework: environmental, social, 
and economic.

1) Environmental:
Mitigation: AI improves energy efficiency with smart grids and predictive analytics, lowering 
carbon emissions.
Contribution: Training large AI models uses much energy, similar to small towns, resulting in 
high carbon emissions.
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2) Social:
Mitigation: AI tools help reskill workers and enhance education, promoting equity.
Contribution: AI-driven automation displaces low-skill workers, widening socio-economic 
gaps.

3) Economic:
Mitigation: Optimizing resource allocation and reducing waste leads to cost savings and 
enhances organizational resilience.
Contribution: The high costs of rapid hardware obsolescence and rare-earth resource extraction 
threaten long-term viability.

This interdependence analysis connects different dimensions to reveal systemic impacts. 

Dual Role Analysis: Comparative Scenario and Trade-Offs

The dual role of AI must be evaluated throughout its lifecycle:

Upstream:
Mitigation: Sustainable hardware material sourcing minimizes environmental impact.
Contribution: Mining rare-earth metals for GPUs and TPUs depletes resources and harms the 
environment.

Midstream:
Mitigation: AI improves supply chains, lowering transportation emissions and material waste.
Contribution: High energy use in AI deployment increases carbon footprints.

Downstream:
Mitigation: AI-driven recycling programs extend product lifecycles and reduce e-waste.
Contribution: Poor recycling infrastructure for AI hardware leads to increased e-waste.

Dual Role Analysis: Mitigation Vs. Contribution

A dual-pathway analysis assesses both mitigation and contribution directly.

Comparative Scenario Analysis:
Baseline Scenario: Evaluate impacts without AI interventions.  
Mitigation Scenario: Assess how AI solutions reduce emissions, optimize resources, and 
support workforce reskilling.  
Contribution Scenario: Examine how energy-intensive computations and socio-economic 
disruptions worsen the Sustainability Paradox.  

Weighted Trade-Off Analysis:
Quantify AI’s positive impacts (energy savings, reduced waste) and negative impacts (emissions, 
resource depletion) to determine its net sustainability benefit.

Regional Contextual Analysis: Bridging Disparities
Tackle regional disparities using localized data on energy infrastructure, resource availability, 
and socio-economic conditions.
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Developed Regions:
Mitigation: Renewable energy infrastructure uses AI to lower carbon footprints.
Contribution: Heavy reliance on imported rare-earth materials for AI hardware increases 
ecological debt to resource-rich developing regions.

Developing Regions:
Mitigation: AI boosts agricultural productivity and resource efficiency.
Contribution: Unregulated mining for AI hardware damages local resources and communities.

Iterative Feedback: Adapting to AI’s Dual Role

Integrate iterative feedback loops into the framework to refine and adapt based on emerging 
data.

Real-Time Monitoring:
AI systems should continuously track sustainability metrics to pinpoint where benefits exceed 
drawbacks.

Stakeholder Collaboration:
Policymakers, researchers, and industries must work together to improve AI’s role in mitigating 
and reducing its negative impacts.

4.6 SAIAF Framework Implementation 

	 Winston (2024) emphasizes the inconsistency in AI’s sustainability contributions, often 
undermined by its environmental impact, particularly in areas lacking access to renewable 
energy and effective recycling systems. To address these concerns, it is essential to prioritize the 
development of energy-efficient technologies and implement sustainable resource management 
practices within AI systems.
	 The Sustainable AI Impact Assessment Framework highlights AI’s dual role in 
mitigating and contributing to environmental challenges, with one practical example from the 
agriculture sector.

Implementation Roadmap for Policymakers and Industries

A well-structured implementation roadmap enables policymakers and industries to integrate AI 
innovations effectively with sustainability objectives. This approach mitigates environmental 
impacts and promotes equitable progress across various sectors.
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Step 1

Conduct Baseline Assessments
Objective: Evaluate the current sustainability status and identify gaps.

ACTION: 
Conduct energy audits for AI infrastructure. 

Map supply chain inefficiencies and sources of Unintended Sustainability . 
Use SAIAF to measure environmental, social, and economic impacts.

Step 2

Deploy AI Solutions with Mitigation Strategies
Objective: Implement AI technologies to address identified gaps.

ACTION: 
Optimize logistics and production processes with AI-driven analytics. 

Use AI tools for workforce reskilling and education. 
Promote renewable energy-powered data centers for AI operations.

Step 3

Adapt Solutions to Regional Needs
Objective:Customize AI deployments based on regional challenges and resources.

ACTION: 
In developed regions, focus on integrating AI with advanced renewable energy systems. 

In developing regions, provide technical and financial support to build sustainable AI 
infrastructure.

Step 4

Monitor and Adjust Through Feedback Loops
Objective: Continuously evaluate the impacts of AI interventions.

ACTION: 
Use AI-driven dashboards to track sustainability metrics. 

Adapt strategies based on performance data, ensuring net-positive outcomes. 
Collaborate with stakeholders to refine interventions dynamically.

Step 5

Policy Integration
Objective: Embed SAIAF outcomes into global and regional policy frameworks.

ACTION: 
Advocate for international standards on sustainable AI. 

Incentivize adoption of best practices through subsidies or tax benefits. 
Establish global partnerships to address cross-border sustainability challenges.

Figure 2: A Five-Step Practical Implementation Roadmap for Adopting SAIAF
Source: The Author (2025)
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4.7 Addressing Policy Fragmentation 

	 The absence of a global agreement on AI governance limits the ability of multilateral 
organizations to regulate and effectively manage AI risk. In order to address the current 
fragmentation of global AI policy, it is essential to establish unified frameworks and coordinated 
strategies (Nabil, 2024). The process of harmonization should begin:

1) Global Standards for AI Sustainability 

	 Establish global standards to assess AI’s lifecycle impacts on energy use, carbon 
emissions, and resource consumption. Create a certification system for sustainable AI 
technologies to ensure industry compliance. The United Nations, for example, should expand 
initiatives like the Sustainable Development Goals (SDGs) to include specific targets for 
artificial intelligence. It should also help developing economies build the infrastructure for 
sustainable AI adoption.

2) Collaborative Policy Frameworks

	 Form international partnerships to share best practices for AI sustainability. Create 
global agreements similar to the Paris Agreement that tackle AI’s environmental impact and 
encourage countries to set specific sustainability goals. The World Economic Forum should 
facilitate discussions among governments, industries, and researchers to develop actionable 
frameworks for improving global AI sustainability.

3) Incentivizing Responsible Practices

	 Financial incentives should be used to promote the adoption of energy-efficient AI 
models and recycling initiatives. Organizations like the International Energy Agency should 
advocate for renewable energy integration in data centers and facilities used for AI training and 
establish penalties for corporations that fail to address their AI applications’ environmental and 
social impacts.

4.8 Transitioning to Sustainability-Centric Business Models 

	 A recent IBM report reveals that 50% of consumers are willing to pay more for 
sustainable products, and 44% identify as purpose-driven, choosing brands that align with 
their values (IBM, 2024). This highlights the need for managers to align corporate strategies 
with sustainability to fulfill their corporate social responsibility (CSR) and environmental, 
social, and governance (ESG) objectives. While AI has been integrated into citizen science 
for tasks like automated classification, the reverse—incorporating citizen science into AI—
remains underdeveloped (Fraisl et al., 2024). AI and citizen science have great potential to 
tackle important sustainability challenges, including health and climate change.
	 The Triple Bottom Line (TBL) approach developed by John Elkington in 1994 
emphasizes the importance of environmental, social, and economic factors. Elkington argued 
that businesses should consider three objectives equally: people, the planet, and profit, rather 
than focusing solely on profitability (Elkington, 1997; Miller, 2000). The shift reflects a growing 
recognition of the importance of sustainable practices for long-term business success). Using 
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tools for automation, data visibility, goal tracking, and value chain evaluation can simplify 
measuring the triple bottom line. (Jonker, 2023). 

Improving Operational Efficiency Through AI

	 AI advancements improve operational efficiency by reducing waste, optimizing 
resource use, and lowering carbon emissions.

Inventory Management and Logistics Optimization

	 AI-driven predictive analytics enhance inventory management and transportation 
logistics, cutting waste and emissions (Wang, 2021). They enable businesses to forecast demand 
accurately, prevent overproduction, and optimize supply chain operations.

Recycling and Resource Recovery

	 Organizations leverage AI to enhance recycling and resource recovery, establishing 
closed-loop systems that cut waste and promote sustainability (Forti et al., 2022). These systems 
efficiently reuse resources, reducing environmental impact.

Energy Efficiency

	 Smart energy grids and AI-driven building management systems are essential for 
reducing energy use and operational costs. By automating energy optimization, these systems 
help businesses lower their carbon footprints and enhance cost efficiency (Patterson et al., 
2021).

Tracking Sustainability Metrics 

	 Managers utilize AI tools to monitor sustainability metrics such as carbon emissions and 
energy usage. These tools help align corporate practices with sustainability goals, promoting 
informed decision-making and accountability (Manyika et al., 2017).

Stakeholder Engagement 

	 Active collaboration with stakeholders is essential for effective management. Managers 
can build trust and promote cooperation by working with employees, customers, and external 
partners to develop sustainability initiatives. This approach ensures that sustainability is 
integrated into the organization’s core values and operations.

Workforce Reskilling 

	 AI-driven programs equip employees with the skills for sustainable practices and 
new technologies. These initiatives prepare the workforce for the future and enhance the 
organization’s sustainability efforts.

	 Incorporating sustainability into business operations represents a significant shift 
in modern strategies. Organizations can align their goals with environmental, social, and 
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economic sustainability by leveraging artificial intelligence and sound management practices. 
This approach ensures long-term viability, meets stakeholders’ expectations, and addresses 
global sustainability challenges.

4.9 Conclusion

	 Integrating AI into sustainability efforts offers both significant opportunities and 
substantial risks. While AI can enhance resource efficiency, climate resilience, and circular 
economy practices, it raises concerns about energy use, environmental harm, and socio-
economic disruptions. This Sustainability Paradox highlights the need for a clear, evidence-
based framework to manage AI’s role in sustainability. The Sustainable AI Impact Assessment 
Framework (SAIAF) offers a precise method for evaluating AI’s environmental, social, and 
economic impacts. It includes real-time monitoring, lifecycle assessments, and policy-focused 
decision-making, helping governments, industries, and researchers effectively address AI’s 
sustainability challenges. A key challenge to sustainable AI deployment is the fragmentation of 
policies, leading to conflicting regulations that hinder global coordination. SAIAF is a unifying 
tool, providing a universal assessment mechanism to align AI innovation with sustainability 
goals. By integrating SAIAF into corporate ESG frameworks and government AI policies, 
stakeholders can identify trade-offs, reduce unintended consequences, and promote responsible 
AI development. To align AI with sustainability in the long term, we must focus on cross-sector 
collaboration, enforce sustainability benchmarks, and enhance SAIAF’s adaptability across 
various industries and regulations. AI should shift from being a technological disruptor to a 
driver of sustainable change, achievable through structured frameworks like SAIAF.
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Abstract
Artificial intelligence (AI) is crucial for productivity and efficiency.  Employees’ deteriorating 
commitment and resilience add to organizations’ concerns on sustainability.  An innovative 
culture facilitates organizations to benefit from AI, whilst leadership influences innovation, 
employees’ commitment and resilience.  The current study aims to examine the mediating 
effects of innovative culture on the positive relationships of transformational leadership 
with employees’ affective organizational commitment and resilience and identify practical 
recommendations for employers, leaders and HR practitioners to drive innovation and 
sustainability.  Data were collected from a random sample of 430 employees in Hong Kong 
via an online survey with validated scales.  Structured equation modelling through SmartPLS 
(Version 4.1.0.9) was used to examine the linear relations and the mediating effects.  Ten 
semi-structured interviews were conducted to validate how transformational leaders drive 
AI development and adoption, innovation and workforce sustainability in their organization.  
Transformational leadership was positively related to innovative culture (p=0.000), 
employees’ affective organizational commitment (p=0.000) and resilience (p=0.000), whilst 
innovative culture was positively related to employees’ affective organizational commitment 
(p=0.000) and resilience (p=0.010).  Hence, innovative culture partially mediated the positive 
relationships between transformational leadership and employees’ affective organizational 
commitment and resilience.  The interviews showed that transformational leaders are role 
models who create psychological safety for their employees to take risk with accountability to 
enable experimentation, expose employees to stimulations for innovation and growth, establish 
trust and transparent communication with everyone to strengthen their affective organizational 
commitment and resilience to adversity. Leaders should demonstrate transformational 
leadership to drive employees’ affective commitment and resilience, which are crucial for 
their organization’s sustainability.  Transformational leadership also helps leaders create an 
innovative culture to facilitate the development and implementation of AI.  HR practitioners 
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should implement leadership development programs focused on transformational leadership.

Keywords: leadership, innovation, commitment, resilience, artificial intelligence or AI, 
sustainability;

5.1 Introduction

In today’s volatility, uncertainty, complexity, and ambiguity  (VUCA) world, artificial 
intelligence  (AI) can enhance an organization’s productivity and efficiency (Manimuthu et 
al., 2022).  In its global survey 2023, McKinsey & Company found that organizations with a 
strong innovative culture are three times more likely to encourage experimentation and deliver 
growth and resilience through generative AI and other new technologies (Banholzer et al., 
2023).  Tech firms obviously are early adopters of innovation (Meyerson, 2016).  Nowadays, 
even traditionally conservative industries are using AI to speed up their innovation.  For 
example, pharmaceutical companies are using AI to expedite their drug discovery research and 
development as using AI is now seen as safe and responsible (Ghaffary, 2024).  

Leadership and human resources management (HR) practices are two interlinked areas 
that drive sustainability and innovation.  Both factors are crucial for AI development and 
implementation (Lafram & Bahji, 2024).  Besides, leadership and innovativeness positively 
influence sustainability performance (Agbenyegah et al., 2024).  In addition to the need for 
innovativeness to embrace AI and other new technologies, organizations are also faced by 
deteriorating employee commitment and organizational resilience that affect their sustainability.  
Behaviors like quiet quitting and conservation of effort are observed in employees.  As a 
result, organizational performance is significantly affected (Arar & Yurdakul, 2024).  Whilst 
organizations are increasing their investments in sustainability initiatives, business leaders also 
prioritize the sustainability of their workforce since they believe it helps increase employees’ 
resilience and morale beyond meeting regulatory requirement (Caleb, 2024).  

Researchers found that sustainable HR practices significantly enhance resilience 
individually and collectively (Elshaer et al., 2024).  Many organizations adopt sustainable HR 
practices aiming to provide employees with the support that they need to be successful.  At the 
same time, organizations try to ensure employees’ commitment and resilience with intangible 
offerings like work-life balance, mental health, well-being, growth as well as tangible wages 
and benefits.  Nonetheless, the perceived organizational fit of employees is equally important, 
since it influences employees’ performance and the competitiveness of an organization (Bhatti, 
2024).  However, a crucial research gap remains unresolved.  

Whilst there are studies on the impact of leadership and HR practices and their influences 
on innovation and other employee outcomes, limited research is found on the effects of 
innovative culture.  Besides, there are cross-cultural variations in the effects of leadership, 
HR practices and organizational culture.  Hong Kong has a unique culture with influences 
from both Confucian and Western cultures (Szeto, 2021).  Therefore, the current study aims to 
address this unfilled research gap and answer the following research questions:

How does top management team’s transformational leadership influence an organization’s 
innovative culture?

How does top management team’s transformational leadership influence employees’ 
affective organizational commitment and resilience?

How does an organization’s innovative culture influence the relationships between top 
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management team’s transformational leadership and employees’ affective organizational 
commitment and resilience?

In addition to the quantitative study that produced empirical data to answer the above 
research questions, ten semi-structured interviews were conducted with distinguished Hong 
Kong business leaders, tech firm founders and subject matter experts in the areas of innovation, 
employee commitment and resilience to generate practical advice for academics, industry 
leaders, and policymakers. 

5.2 Literature Review

5.2.1 HR Practices and Sustainability

Human resources management (HR) practices shape an organization’s culture and 
employees’ behavior and influence an organization’s sustainability efforts and results (Varshini 
et al., 2024).  Whilst leaders’ commitment strengthens the relationship between artificial 
intelligence and sustainability (Li et al., 2024), employees’ commitment is equally important 
for an organization’s sustainability, since it connects between HR practices and sustainability 
performance (Mohammed & Binti Ahmad, 2024).  Besides, resilience is another crucial 
factor for sustainability (Pedol et al., 2021).  HR practices can enhance employees’ resilience 
through social exchange (Malik & Singh, 2024).  In the immediate term, HR practices enhance 
sustainability by retaining high-quality employees, maintaining their well-being, and fostering 
organizational resilience (Syafri & Rasyid, 2025).  In a longer run, HR practices drive an 
innovative culture that reinforces sustainability (Murtaza et al., 2024).

5.2.2 Artificial Intelligence

	 The advancements in artificial intelligence (AI) have brought radical changes to HR 
functions (Registre & Saba, 2024).  The integration and diverse use of AI in various HR practices 
including talent acquisition, learning and development, performance management, rewards, 
compensation and benefits, employee engagement and well-being can enhance organizational 
outcomes and create a sustainable competitive advantage (Tairov et al., 2024).  However, 
the successful adoption and implementation of AI depend on human and financial resources, 
necessary competences and an innovative culture (Chen et al., 2024).  Therefore, leadership 
and employees’ commitment are crucial factors for a successful AI ecosystem (Lafram & Bahji, 
2024).

5.2.3 Transformational Leadership

There are strong links between leadership and HR practices.  Leadership predicts human 
resources management competences, which in turn drive culture, change and technology 
(Motsoeneng et al., 2024).  On the other hand, HR practices mediate the relationships between 
leadership and many employee outcomes (Siraj et al., 2022).  Leadership and HR practices are 
often studied as two separate factors, but they interact with each other to shape organizational 
and individual outcomes.  Therefore, these two areas should be investigated as an integrated 
factor (Zhao et al., 2023).
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Leaders are responsible for coordinating and managing individuals to deliver team 
results (Antonakis, 2021).  Hence, leadership is a crucial factor for organizational success 
(Longenecker & Insch, 2018), development, improvement (Everett, 2021), change, innovation 
(Day & Shea, 2020), trust (O’Brien, 2015; Kovac & Jesenko, 2010), resilience (Bulatova, 
2015), competitiveness, diversity and sustainability (Stomski & Leisten, 2015).  Leadership 
is also a crucial factor in new product development and decision making through adopting 
AI (Cooper & Brem, 2024).  Leadership style is an important factor (Peterson, Abramson, & 
Stutman, 2020) for innovation (Nwagbara et al., 2024). However, this intangible element that 
makes leaders and their organization successful, competitive, and sustainable (Petrick et al., 
1999) is usually missing (Kovac & Jesenko, 2010).

Transformational Leadership (TFL) has dominated the Western leadership theory 
developed by Burns and expanded by Bass (Bass, 2003; Burns, 1978, pp. 241-256; Brown et al., 
2020).  It influences the effectiveness of HR practices (Motsoeneng et al., 2024).  It positively 
influences talent management, learning and development, employees’ voluntary effort and job 
involvement (Sulistiasih et al., 2024).  It also enhances employees’ satisfaction, motivation and 
performance (Ali, 2023).  Unlike transactional leaders who rely on their bureaucratic powers to 
influence employees, transformational leaders are employees’ role models (Van Knippenberg & 
Sitkin, 2013).  They create a vision to facilitate employees’ identification with the organization 
(Koveshnikov & Ehrnrooth, 2018) and transform the organization (Hartog et al., 1997).  In 
addition to having a positive impact on organizational performance, TFL has a strong influence 
on organizational change capability (Le & Le, 2021). 

5.2.4 Innovative Culture

Culture is a collective phenomenon that distinguishes the characteristics of one group 
of individuals to the others (Hofstede, 2011).  Organizational culture plays a crucial role in 
shaping the social and psychological environment of an organization and guiding decision 
making and employees’ behavior (Haberberg & Rieple, 2008).  According to Wallach (1983), 
organizational culture is employees’ shared understanding about the expected standards 
of behavior, speech and performance.  In other words, it defines how employees should do 
things in their organization.  Wallach argues that there are no good or bad cultures, but one 
that reinforces the organization’s mission, purposes and strategies would be effective.  She 
categorizes organizational culture into three types: Bureaucratic, innovative, and supportive 
cultures, and suggests that innovative organizations are exciting, dynamic, driving, enterprising, 
challenging, stimulating, creative, results- oriented and risk-taking.   

Organizational culture is a crucial factor that influences how creative and innovative an 
organization is when tackling its problems (Adler, 1980).  Innovation involves both a top-down 
strategic decision making on change goals and bottom-up creative involvement that keeps 
employees enthusiastic and motivated (Si et al., 2023).  An innovative culture (IC) promotes 
curiosity, creativity and encourages employees to take risks (Watson-Hemphill, 2024).  It is 
an essential element for an organization to improve its innovation capability (Munoz-van den 
Eynde et al., 2015).  It also facilitates the introduction of AI in an organization as it eases human-
computer interaction (Xu et al., 2024) and creates a competitive advantage for organizations 
which embrace the use of AI (Banholzer et al., 2023). 
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5.2.5 Affective Organizational Commitment

Affective organizational commitment (AOC) refers to employees’ emotional attachment 
to their organization through which they identify themselves with their organization and 
are strongly committed to its activities and goals (Allen & Meyer, 1990).  It has a positive 
relationship with sustainability and makes significant contributions to process improvement 
and innovation for sustainable practices (Rae et al., 2015).  It drives innovative work behavior 
and ownership (Mustafa et al., 2024).  It also enhances employees’ resilience by reducing role 
ambiguity and increasing work engagement (Orgambídez & Benítez, 2021).

5.2.6 Employee Resilience

Employee resilience (ER) is employees’ capability to cope with pressure and crisis, which 
is crucial for the sustainability and sustainable development of an organization (Arvanitis et al., 
2023).  Factors like employee engagement, retention, diversity, well-being and performance are 
important for building and maintaining a sustainable work environment and a resilient workforce 
(Kaaria, 2024).  Psychological well-being enhances employees’ emotional engagement with 
their organization and performance in solving problem (Wulandari & Subiyanto, 2024).  
Retaining high-quality employees and keeping them motivated are important to resilience 
(Low, 2024).  Resilience is integrated with sustainability, leadership and innovation to drive 
change, capability enhancement and business model transformation (Liang et al., 2024).  

5.3 Hypothesis Development

Leadership style and organizational behavior influence an organization’s creativity 
and innovation (Egide, 2024).  TFL is positively related to many favorable individual and 
organizational outcomes (Sayyadi & Provitera, 2024).  Transformational leaders show their 
inspirational motivation to encourage employees to voice out their thoughts (Jiang & Yang, 
2016).  They demonstrate their idealized influence and charisma (Podsakoff et al., 1990).  
They stimulate employees (Muchiri et al., 2020) and motivate them to innovate and adapt 
to the everchanging world (Afsar et al., 2019; Shafi et al., 2020; Schuesslbauer et al., 2018).  
Through intellectual stimulation, employees feel safe to challenge old assumptions (Bass, 
1997).  Therefore, TFL is expected to predict IC:

H1: TFL is positively related to IC

Transformational leaders focus on inspiration and motivation and facilitate employees to 
exceed their usual performance (Akotia et al., 2024; Weber, 2009).  They also make employees 
feel that their work is meaningful through intellectual stimulation (Peng, et al., 2016).  They 
provide employees with individualized consideration such that employees have trust with their 
leaders (Martinez-Corcoles et al., 2020) and higher affective commitment to their organization 
(Rafferty & Griffin, 2006; Gemasari et al., 2024).  TFL also lowers employees’ turnover 
intention (Ha et al., 2024; Jia & Li, 2024) and motivates employees to go beyond self-interest 
for higher purpose (Atoki et al., 2024).  Therefore, TFL is expected to predict AOC:
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H2: TFL is positively related to AOC

In addition to enhancing employees’ productivity (Sayan & Surucu, 2024) and innovative 
work behavior (Akotia et al., 2024), TFL is also positively related to employees’ resilience (Ha 
et al., 2024).  It improves agility (Probojakti et al., 2024), learning and involvement (Sulistiasih 
et al., 2024).  It also facilitates knowledge sharing and helping behavior amongst team members 
(Wong, 2024).  It drives corporate social responsibility and organizational performance (Thapa 
et al., 2024), and helps employees achieve organizational goals (Boutamine & Benlaharche, 
2024).  It positively influences problem solving (Wulandari & Subiyanto, 2024), research and 
development (Bas & Aksoy, 2024), efficiency and sustainability (Atoki et al., 2024).  Therefore, 
TFL is expected to predict ER:

H3: TFL is positively related to ER

IC drives the adoption of AI, which in turn improves employee experience and 
strengthens meaningful employee recognition and organizational culture (Tanner, 2024).  It is 
positively related to employee engagement (Hooi & Chan, 2023).  It enhances an organization’s 
performance, profitability, competitiveness and sustainability ((Restrepo-Morales et al., 2024).  
Some researchers argue that employees’ organizational commitment and organizational culture 
do not affect employees’ innovative behaviour (Gemasari et al., 2024).  Others suggest that IC 
has positive effect on employees’ organizational commitment (Lok & Crawford, 2004).  

Nonetheless, organizational culture is a mediator between leadership behavior and many 
employees’ outcomes (Cravens et al., 2015).  Innovativeness mediates the positive relationship 
between leadership and performance (Suifan, 2021).  Besides, IC is positively related to 
employees’ behavioral outcomes (Khan et al., 2018), mediates between organizational culture 
and performance (Imran et al., 2021) and moderates between AOC and employees’ job 
satisfaction (Saha & Kumar, 2018).  Therefore, IC is expected to have positive effects on AOC 
and ER, hence mediate the positive relationships of TFL with AOC and ER:

H4: IC mediates the positive relationship between TFL and AOC

H5: IC mediates the positive relationship between TFL and ER 

	 Figure 1a and 1b depict the theoretical models of the current study.

Inovative Culture
(IC)

Affective
Organizational
Commitment

(AOC)

Transformational
Leadership

(TFL)

Figure 1a. Theoretical Model 1
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Employee
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Transformational
Leadership

(TFL)

Figure 1b. Theoretical Model 2

5.4 Methods

To address the research questions, a quantitative and confirmatory approach was adopted 
to test the hypotheses with data collected through a self-administered online survey.  A mediation 
analysis was conducted through the structural equation modelling (SEM) tool to analyze the 
structural relationships in the theoretical model.

5.4.1. Data Collection

Through random sampling, a cross-sectional survey questionnaire was used to collect 
Hong Kong employees’ assessments on their top management team’s TFL, their organization’s 
IC, and employees’ AOC and ER.  Demographic data were also collected through the 
questionnaire.  As all data came from survey respondents, the survey results were open to 
common-sourced–common-method bias, which was alleviated by data anonymity and 
confidentiality, the shortened versions of the scales, shuffled scale items, and dividing the 
questionnaire into separate pages such that respondents were not able to return to the previous 
pages upon completion of each page.

A total of 628 invitations were sent and 430 valid responses were collected between 
November and December 2024, achieving a response rate of 68 percent.  A 7-point Likert scale 
was used, through which respondents provided ratings, from 1 - strongly disagree to 7 - strongly 
agree, on seven questions on TFL derived from the Multifactor Leadership Questionnaire by 
Bass (1985), four questions from the IC scale (Judge, 2021), six items from the AOC scale 
(Allen & Meyer, 1990), and nine items from the ER scale (Naswall et al., 2019).

5.4.2. Sample

Most respondents worked in Banking, Financial Services, Insurance Activities, etc. (18 
percent), NGO, Non-Profit Activities, etc. (14 percent), Consulting, Professional Services, 
Scientific, Technical Activities, etc. (13 percent), Education (12 percent), and Import/Export, 
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Wholesale, Retail Trades, e-Commerce, etc. (11 percent).  Most responses came from large 
organizations with 1,000 employees or more (39 percent), followed by organizations with 50-
499 employees (32 percent) and small organizations with less than 50 employees (22 percent).  
Most respondents were at the job level of Assistant Manager, Manager, Senior Manager or 
Equivalent (45 percent) whilst close to a third of respondents were Senior Executives in a CXO, 
VP, General Manager, Director or Department Head capacity (34 percent).  The distributions 
of respondents by industry, organizational size and job level are shown in Tables 1, 2 and 3 
respectively.

Table 1. Respondents’ industries.

Industry Responses %
01. Accommodation, Food Service Activities, etc. 16 4%
02. Arts, Entertainment, Recreation, etc. 5 1%
03. Banking, Financial Services, Insurance Activities, etc. 77 18%
04. Conglomerate, Multi-industry Organisation, etc. 10 2%
05. Construction 10 2%
06. Consulting, Professional Services, Scientific, Technical Activities, etc. 55 13%
07. Education 52 12%
08. Energy 4 1%
09. Government, Public Administration, etc. 18 4%
10. Healthcare 23 5%
11. Import/Export, Wholesale, Retail Trades, e-Commerce, etc. 46 11%
12. Information, Communications, etc. 17 4%
13. NGO, Non-Profit Activities, etc. 62 14%
14. Real Estate 12 3%
15. Transportation, Storage, Postal, Courier Services, etc. 22 5%
16. Water Supply, Sewerage, Waste Management, etc. 1 0.2%
Grand Total: 430 100%

Table 2. Respondents’ organizational sizes.

Org Size Responses %
01. Below 50 94 22%
02. 50-499 137 32%
03. 500-999 33 8%
04. 1,000 and above 166 39%
Grand Total: 430 100%

Table 3. Respondents’ job levels.

Job Level Responses %
01. General Staff or Non-Managerial Position 91 21%
02. Assistant Manager, Manager, Senior Manager or Equivalent 193 45%
03. Senior Executive (CXO, VP, General Manager, Director or Department Head) 146 34%
Grand Total: 430 100%
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5.5 Results

SEM Partial Least Squares (PLS-SEM) was used to investigate the causal relationships 
of TFL with IC, AOC and ER in the theoretical models and to examine the mediating effect of 
IC via SmartPLS (Version 4.1.0.9).  A significance level of 5 percent (α < 0.05) was adopted.

5.5.1. Measurement Model

The reliability and validity of the two theoretical models were examined by assessing 
the composite reliability, the convergent validity, the average variance extracted (AVE), the 
discriminant validity and the cross-loadings (Hair et al., 2014).  All constructs selected from 
shortened versions of well-established scales had at least four items (Marsh et al., 1998; 
Robinson, 2017).  The Cronbach’s alpha values of all constructs, TFL, IC, AOC and ER, in 
the two models were higher than 0.7 (Koran, 2020).  The internal reliability and convergent 
validity were confirmed (Hair et al., 2011).

The discriminant validity was confirmed as all constructs had a rho_A value higher than 
0.7, a composite reliability (CR) value higher than 0.7, and an AVE value above 0.5 (Kline, 
2015, pp. 7-24).  Besides, the square roots of AVE of all latent variables were higher than their 
correlations with the other constructs (Fornell & Larcker, 1981).  All items had a cross-loading 
value higher than 0.5 (Gefen & Straub, 2005).  All heterotrait–monotrait ratio of correlation 
(HTMT) values were lower than 0.9 (Henseler et al., 2015).  See Table 4a and 4b for the 
Cronbach’s alpha, CR, and AVE of the latent constructs, Table 5a and 5b for the square roots of 
AVE, Table 6a and 6b for the cross-loading analysis, and Table 7a and 7b for the HTMT values 
in the two theoretical models.

Table 4a. Internal reliability and convergent validity in Theoretical Model 1.

Cronbach’s 
alpha

Composite 
reliability 
(rho_a)

Composite 
reliability 
(rho_c)

Average 
variance 

extracted (AVE)
AOC 0.924 0.926 0.941 0.727

IC 0.907 0.910 0.935 0.782
TFL 0.911 0.918 0.930 0.655

Table 5a. Construct correlations – square roots of AVE in Theoretical Model 1.

Square Roots of AVE AOC IC TFL
AOC 0.853

IC 0.645 0.884
TFL 0.715 0.775 0.809

Table 6a. Cross-loading analysis for Theoretical Model 1.

AOC IC TFL
AOC1 0.865
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AOC2 0.883
AOC3 0.871
AOC4 0.877
AOC5 0.888
AOC6 0.719

IC1 0.869
IC2 0.903
IC3 0.902
IC4 0.862

TFL1 0.812
TFL2 0.756
TFL3 0.662
TFL4 0.840
TFL5 0.889
TFL6 0.874
TFL7 0.810

Table 7a. HTMT values in Theoretical Model 1.

AOC IC TFL
AOC

IC 0.703
TFL 0.779 0.849

Table 4b. Internal reliability and convergent validity in Theoretical Model 2.

Cronbach’s 
alpha

Composite reli-
ability (rho_a)

Composite reli-
ability (rho_c)

Average vari-
ance extracted 

(AVE)
ER 0.910 0.917 0.927 0.586
IC 0.907 0.910 0.935 0.782

TFL 0.911 0.919 0.930 0.655

Table 5b. Construct correlations – square roots of AVE in Theoretical Model 2.

Square Roots of AVE ER IC TFL
ER
IC 0.659

TFL 0.753 0.849

Table 6b. Cross-loading analysis for Theoretical Model 2.

ER IC TFL
ER1 0.774    
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ER2 0.573    
ER3 0.793    
ER4 0.812    
ER5 0.840    
ER6 0.826    
ER7 0.733    
ER8 0.730    
ER9 0.775    
IC1   0.872  
IC2   0.901  
IC3   0.903  
IC4   0.861  
TFL1     0.808
TFL2     0.753
TFL3     0.664
TFL4     0.843
TFL5     0.890
TFL6     0.873
TFL7     0.813

Table 7b. HTMT values in Theoretical Model 2.

ER IC TFL
ER      
IC 0.659    
TFL 0.753 0.849  

5.5.2 Structural Model

The SEM analysis was used to confirm the predictive ability of the theoretical model.  All 
variance inflation factor values (VIF) were lower than 5.0.  The reliability of the results from 
the inferential statistics was confirmed as collinearity was ruled out in both models (Huck, 
2012, pp. 68-89; Hair et al., 2014).  See Table 8a and 8b.

Table 8b. VIF values in Theoretical Model 1.

AOC IC TFL
AOC

IC 2.505
TFL 2.505 1.000
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Table 8b. VIF values in Theoretical Model 2.

ER IC TFL
ER
IC 2.516

TFL 2.516 1.000

In Model 1, after a non-parametric bootstrapping for up to 5,000 times, the path coefficients 
between TFL and AOC, between TFL and IC, and between IC and AOC were 0.538, 0.775 and 
0.228 respectively, showing positive correlations amongst all three constructs (p < 0.05).  In 
Model 2, the path coefficients between TFL and ER, between TFL and IC, and between IC and 
ER were 0.550, 0.776 and 0.179 respectively, also showing positive correlations amongst all 
three constructs (p < 0.05).  See Table 9a and 9b.

Table 9a. Path coefficients and statistical significance in Theoretical Model 1.

Path Coeffi-
cient Sample mean

Standard 
deviation T statistics p-values

IC -> AOC 0.228 0.228 0.055 4.143 0.000
TFL -> AOC 0.538 0.538 0.049 10.944 0.000

TFL -> IC 0.775 0.776 0.024 32.457 0.000

Table 9b. Path coefficients and statistical significance in Theoretical Model 2.

Path Coeffi-
cient Sample mean

Standard 
deviation T statistics p-values

IC -> ER 0.179 0.182 0.071 2.522 0.012
TFL -> ER 0.550 0.549 0.066 8.335 0.000
TFL -> IC 0.776 0.777 0.024 32.677 0.000

The coefficients of determination (R Square) showing the predictive accuracy of the 
structural models or the proportion of variance in IC, AOC and ER that TFL accounted for in 
Theoretical Model 1 and 2 are shown in Table 10a and 10b respectively.  

Table 10a. Coefficients of determination in Theoretical Model 1.

TFL as Independent Variable R Square R Square Adjusted
AOC 0.532 0.529

IC 0.601 0.600

Table 10b. Coefficients of determination in Theoretical Model 2.

TFL as Independent Variable R Square R Square Adjusted
ER 0.487 0.485
IC 0.603 0.602

Figure 2a and 2b show the results of PLS-SEM analysis depicting the relationships 
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between the latent variables in Theoretical Model 1 and 2 respectively.  

.

Figure 2a. Results of PLS-SEM analysis for Theoretical Model 1

Figure 2b. Results of PLS-SEM analysis for Theoretical Model 2.

The positive relationships amongst TFL, IC and AOC in Theoretical Model 1 and 
amongst TFL, IC and ER in Theoretical Model 2 were all statistically significant (p < 0.05).  
The mediation analysis confirms that a mediating factor, IC, exists in both structural models, 
and the mediating effects were partial (Iacobucci, 2012).  Table 11 shows the hypothesis testing 
results.
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Table 11. Results of hypothesis testing.

No. Hypothesis Result
1 TFL is positively related to IC Accepted
2 TFL is positively related to AOC Accepted
3 TFL is positively related to ER Accepted
4 IC mediates the positive relationship between TFL and AOC Accepted
5 IC mediates the positive relationship between TFL and ER Accepted

5.6 Semi-structured Interviews

In order to facilitate the transfer of the evidence-based quantitative research findings to 
practitioners and avoid academic knowledge losses before and in translation (Podgorodnichenko 
et al., 2022), ten semi-structured interviews were conducted with business leaders, founders of 
tech firms, and subject matter experts in employee commitment and resilience in Hong Kong 
to examine their behaviors in leading their organizations and understand the reasons behind 
their strategies and actions (Sekaran & Bougie, 2013, pp. 112-128).  During these interviews, 
conversations and narratives were captured and analyzed (Myers, 2020, pp. 21-40).  After 
interpreting these experts’ narratives and examples in relation to TFL behaviors, practical 
insights were generated (Flick, 2019, pp. 11-22).  The qualitative findings are organized under 
the four TFL dimensions – idealized influence, inspirational motivation, intellectual stimulation, 
and individualized consideration (Judge & Piccolo, 2004).

5.6.1 Idealized Influence

Employees regard their leaders as role models (Van Knippenberg & Sitkin, 2013).  
Employees’ personal values, beliefs, and attitudes can be transformed by the idealized influence 
of their transformational leaders (Podsakoff et al., 1990; Toader & Howe, 2021).  Idealized 
influence also facilitates employees’ identification with their organization (Bass & Steidlmeier, 
1999; Kark & Shamir, 2002; Koveshnikov & Ehrnrooth, 2018) and motivates employees to 
work toward leaders’ vision (Hartog et al., 1997).  Implementing AI to enhance sustainability 
is a major change to employees.  Idealized influence, which is positively related to innovative 
behaviors and employees’ problem-solving abilities (Chu & Lai, 2011), can help employees 
cope with the challenges brought by the change.  For the current study, the following three 
leaders shared how they demonstrate their idealized influence as employees’ role models.

 
“Leadership is like swimming; it’s not just about keeping your 
head above water, but mastering the strokes that guide others 
through the waves while looking ahead, not backward.” – 
Allan Zeman

Dr. Allan Zeman, Founder of Lan Kwai Fong Holdings, 
is a prominent entrepreneur and business leader, widely 
recognized for his pivotal role in the development of 
Hong Kong’s entertainment and leisure industries.  He 
has demonstrated a unique ability to blend creativity with 
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strategic business acumen.  When Dr. Zeman shared his insights on leadership, particularly 
during challenging times, he emphasized that leaders must first leave their own comfort zones 
before guiding their teams to do the same.  To foster a future-oriented mindset within teams, 
Dr. Zeman advised leaders to encourage their members to focus on what lies ahead rather than 
dwelling on the past. He suggested leaders to prompt their teams to observe the world around 
them and envision how current trends might evolve over the next one, five, or ten years.

“A true leader is a role model who stands firm in the face of 
adversity, showing up for their team when times are tough, 
demonstrating how to tackle challenges, and inspiring others 
by bouncing back stronger from setbacks.” – Daniel Chan

Mr. Daniel Chan, a Hong Kong Paralympics medallist, 
founded his training consultancy, Kompass, after retiring 
from international competition.  To promote para-sports, 
raise disability awareness, and foster a more inclusive world, 
he decided to hire a team of para-athletes to help them 
transition from their athletic journeys to the business realm.  

Mr. Chan is a strong believer in the power of role modelling; he feels that, as the founder of his 
company, he must demonstrate passion and a strong work ethic.  He insists on being hands-on 
and making progress to inspire passion and confidence within his team.  He encourages team 
members to experiment with new ideas.  He takes small risks and accepts mistakes, emphasizing 
the importance of identifying root causes after any error and creating a two-way channel and a 
supportive environment for team members to experiment with new ideas to foster innovation.

“Leaders must model the courage to admit mistakes, as this 
not only uncovers blind spots but also transforms errors 
into valuable learning opportunities, fostering a culture of 
growth and resilience.” – Karen Chung

Ms. Karen Chung is the founder of Kossie, AI-assisted 
coaching platform that helps medium-scale companies get 
access to 1:1 professional coaching via an employee well-
being program.  As a leader in a tech start-up, Ms. Chung 
emphasizes the importance of fostering an innovative 
environment where team members feel safe to share new 

ideas without fear of judgment.  She holds regular team meetings to uncover leadership blind 
spots and emphasizes the necessity of embracing mistakes as learning opportunities.  This 
approach encourages her team to remain agile and focused on gaining experience, which is 
vital in the ever-evolving tech landscape.  Transparent communication is another cornerstone 
of Ms. Chung’s leadership philosophy. By modelling the behavior she expects from her team, 
she creates a culture of recognition and appreciation, ensuring that team members feel valued 
and motivated.  She actively acknowledges contributions, reinforcing the idea that everyone 
plays a critical role in the organization’s success.

5.6.2 Inspirational Motivation

Through inspirational motivation, transformational leaders stimulate employees to generate 
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and implement innovative idea (Muchiri et al., 2020) from diverse perspectives (Lauring & 
Jonasson, 2018).  Employees can improve their adaptability (Schuesslbauer et al., 2018), 
creativity (Shafi et al., 2020), mutual support (Veshne & Munshi, 2020), decision-making 
quality and speed (Hsu & Chang, 2021), critical thinking and efficacy in voicing out their 
thoughts (Jiang & Yang, 2016).  As inspirational motivation drives employees’ innovative work 
behavior (Afsar et al., 2019), facilitates product and process innovation (Al-Husseini et al., 
2013) and makes an organization more innovative (Knezovic & Drkic, 2021), it can enhance 
an organization’s effectiveness in using AI to implement its innovation strategy (Chun et al., 
2016).  The following two leaders shared how they exemplify their inspirational motivation to 
their teams.

“Seeding projects and planned failures are essential for 
creating a safe space where teams can innovate, learn, and 
grow.  Failures are acceptable, but we as a team take respon-
sibility together, followed by actionable steps to improve and 
move forward.”– Alan Cheung

Dr. Alan Cheung is the Chief Director, Artificial Intelligence 
and Trust Technologies of Hong Kong Applied Science 
and Technology Research Institute (ASTRI) which was 
established in 2000 to enhance Hong Kong’s competitiveness 
through applied research and has successfully transferred 

over 1,500 technologies to industry, holding more than 1,100 patents globally.  He asserted that 
a robust innovative culture is essential for survival in the rapidly evolving tech landscape.  He 
leads a team that stays current with advancements in technologies, including but not limited to 
generative AI, while actively addressing industry challenges.  He highlighted the importance of 
exploratory “seeding projects” and “planned failures,” where potential risks and consequences 
are identified, allowing for effective risk management and client communication.  He also 
emphasized that innovative teams are highly attuned to economic fluctuations, making them 
more resilient to environmental changes.

“Leaders must embody humility and curiosity, embracing 
the power of questions to drive innovation and improvement. 
Balancing risk-taking and prioritization is essential, but they 
must always remain anchored to the original purpose and 
mission.” – Bonnie So

Ms. Bonnie So is the CEO and Secretary General of Hong 
Kong Red Cross.  As the leader of a workforce comprising 
400 staff members and 30,000 volunteers to provide human-
itarian services, education, and fundraising, Ms. So empha-
sizes the importance of understanding the organization’s pur-

pose.  She believes it is essential for the team to reconnect with their original mission of serving 
the community and the significance of their work.  Leaders, in her view, must continuously 
learn and confront weaknesses rather than avoiding them.  She believes leaders should view the 
world as boundless and embrace the notion that nothing is impossible.  She encourages team 
members who may not regularly interact with service users to reach out and engage directly 
with them to understand how their roles contribute to humanitarian improvement.  Ms. So 
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maintains direct dialogue with all team members and creates initiatives to support innovation, 
believing that an innovative culture must be established from the top down. 

5.6.3 Intellectual Stimulation

Whilst other TFL dimensions focus on the affective aspects, intellectual stimulation 
emphasizes on the cognitive and intellectual leadership processes (Barling et al., 2000).  
Intellectual stimulation is associated with challenging the traditions and status quos under 
which employees generate new ideas and do things in new ways (Bass, 1997).  It influences 
innovation and makes employees feel that their work is meaningful (Peng, Lin, et al., 2016).  
Intellectual stimulation makes employees more satisfied with and committed to their job 
(Anjali & Anand, 2015; Robinson & Boies, 2016).  Leaders can use intellectual stimulation 
to empower employees to support their vision (Rao, 2014), help each other (Lorinkova & 
Perry, 2019) and fulfil their individual development needs (Starc, 2013) as they feel that they 
can learn and improve based on performance feedback (Yadav & Seth, 2021).  Leaders with 
strong intellectual stimulation can tap into employees’ specific competences (Hicks, 2018) to 
build a sustainable competitive edge (Farkas et al., 2020).  The following two leaders explained 
how their intellectual stimulation helps enhance their teams’ readiness for AI implementation, 
innovation and continuous improvement.

“The cream always rises to the top; leaders must continually 
present new challenges to their talent, fostering a culture 
of learning, agility, and excitement. This not only keeps 
them motivated but also equips them to drive innovation 
and tackle future challenges with confidence.” – Krish 
Sundaresan

Mr. Krish Sundaresan is the General Manager of Pfizer 
Hong Kong and Macau. He emphasizes a paradigm 
shift from an inside-out to an outside-in perspective, 
encouraging his team to engage not only with healthcare 
professionals but also with patients and caregivers as 

well as other key stakeholders such as insurers and employers. By adopting a design thinking 
framework, he fosters a culture of empathy and understanding, enabling his team to grasp the 
true value of their innovations and how they can meaningfully improve lives.  He implements 
three key talent management strategies: Instilling core values such as courage, joy, equity, 
and excellence, organizing patient forums that facilitate direct interactions between team 
members and patients, and fostering a sense of belonging through the celebration of both 
small and significant achievements.  He also champions continuous learning and development 
by encouraging zig-zag job rotations, allowing team members to acquire diverse skills and 
experiences. This commitment to growth ensures that top talents emerge, ultimately contributing 
to a more innovative and resilient organizational culture.
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“Leadership is about co-creating the future with balance 
and intention.  We can draw from Buddhist and Confucian 
principles to apply the five aggregates of leadership – Form 
(色), Sensation (受), Perception (想), Action (行), and 
Consciousness (识) – as a guide to navigate complexity.” – 
William Lee

Mr. William Lee is the Co-founder of YAS Microinsurance 
and N+ Ventures Studio.  He stands out not just as a serial 
tech entrepreneur but as a modern-day philosopher of 
leadership.  He has developed a unique leadership philosophy 

that integrates clarity of vision, adaptability, and purpose-driven action.  Central to Mr. Lee’s 
approach is the application of Buddhist and Confucian principles.  His leadership embodies 
a harmonious blend of control and flexibility, creating a culture that thrives on both structure 
and fluidity.  He emphasizes the importance of empowering individuals to take ownership of 
their decisions, embrace diverse roles, and think beyond traditional job titles.  This parallel 
mindset cultivates a multi-dimensional and agile workforce.  He views AI not merely as a tool 
for efficiency but as a means to augment human potential. By expanding the possibilities for 
creative problem-solving and enhancing individual capabilities, AI plays a crucial role in his 
vision of the future of work. 

5.6.4 Individualized Consideration

Individualized consideration enhances employees’ job performance, organizational citizenship 
behavior (Jong & Ford, 2020), learning (Loon et al., 2012) and affective commitment to their 
organization (Rafferty & Griffin, 2006).  It also strengthens employees’ self-awareness such 
that they can make better use of their strengths at work (Ding & Lin, 2021).  Transformational 
leaders establish trust with employees through enhanced role clarity (Martinez-Corcoles et al., 
2020) and transferring personal wisdom to employees (Zacher et al., 2014).  Innovation and 
implementation of AI require diverse experiences and competences.  Transformational leaders’ 
individualized consideration can facilitate change management by considering employees’ 
individual differences (Alqatawenh, 2018).  The following three leaders elaborated how 
demonstrate their individualized consideration in driving sustainability through strengthening 
innovation, commitment and resiliency.

“The right people require little encouragement to innovate 
and deliver results; thus, understanding team members’ 
values, strengths, and motivations is far more crucial than 
merely adhering to job descriptions.” – Cintia Nunes

Ms. Cintia Nunes is the General Manager and Head of Asia of 
The Mills Fabrica.  She fosters a culture of freedom and safe-
ty, where employees feel comfortable expressing themselves 
and asking questions.  She promotes autonomy, empowers 
employees to take charge of their work, fosters transparen-
cy and recognition among team members and advocates for 

resource ownership, encouraging employees to propose new ideas without fear of resource 
constraints.  Ms. Nunes asserted that it is crucial to makes sure employees feel that their ideas 
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are heard, though those ideas may not always be fully accepted.  She conducts interim reviews 
to listen to employees’ requests and wishes, ensuring they feel heard regardless of outcomes.  
Ms. Nunes encourages individuals to take ownership of their growth while providing regular, 
transparent feedback. She promotes a culture of continuous assessment and dialogue to align 
career progression with organizational needs.

“Leaders play a vital role in assessing their team’s alignment 
with the company’s core values, swiftly addressing workplace 
toxicity caused by misfits to cultivate a healthy, cohesive 
environment where everyone can thrive.” – Amanda Pang

Ms. Amanda Pang is the Chief Operating Officer and Co-
founder of Evercare, a premier health tech platform that 
connects over 30,000 healthcare professionals with more 
than 1 million patients across hospitals, elderly homes, and 
residential communities via its proprietary matching algorithm 
and caregiver app.  She underscored the critical role of mutual 

trust in cultivating an innovative culture.  She places a strong emphasis on authenticity within 
her organization, regularly assessing whether her team reflects the company’s core values.  She 
believes that thorough fact-finding is essential for effective problem-solving, particularly when 
it comes to enhancing team resilience or identifying misfits and underperformers to mitigate 
workplace toxicity.  In the rapidly evolving innovation sector, she highlighted the significance 
of speed and progress tracking, asserting that timely recognition of achievements serves as a 
powerful motivator for teams.

“Leaders have a duty to prioritize the well-being and resilience 
of their workforce, remaining vigilant to individual behaviors 
to identify and address any self-harming tendencies, ensuring 
a supportive and thriving workplace.” – Angie Chan

Ms. Angie Chan is the Executive Director of The Samaritan 
Befrienders Hong Kong dedicated to suicide prevention, 
ensuring that those inclined toward suicidal thoughts have 
a compassionate listener to help them articulate their inner 
pain and distress.  Ms. Chan shared that among the 1,043 
help seekers of working age (22-59) over the past year, 

7.2% faced work-related challenges. These cases comprised 38% related to work stress, 30% 
concerning unemployment or job-seeking difficulties, 19% involving coworker relationships, 
and the remainder dealing with disputes with employers, work injuries, and concerns about 
unsatisfactory working environments.  She explained that most help seekers struggle with 
a diminished sense of self-worth.  For individuals who have developed suicidal thoughts or 
plans, intervention by mental health experts is crucial.  However, leaders can foster resilience 
among employees by cultivating a respectful workplace culture where all individuals feel 
valued.  Prioritizing employees’ physical and mental health is essential, alongside promoting a 
healthy lifestyle and an environment conducive to open dialogue and mutual respect.
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5.7 Discussion and Conclusions

Implementing AI is no longer an option.  Organizations that embrace AI can create a 
sustainable competitive advantage with their enhanced productivity and efficiency (Manimuthu 
et al., 2022).  To achieve that, a strong innovative culture is needed (Banholzer et al., 2023).  
The current study aims to examine the relationships amongst transformational leadership, 
innovative culture, affective organizational commitment and resilience to produce empirical 
evidence on how leaders can create an innovative culture, which in turn will enhance employees’ 
affective commitment to the organization and build employee resilience.  In addition to the 
quantitative findings, interviews with business leaders, tech firm founders and subject matter 
experts provide practical insights to leaders and HR practitioners and advise them what they 
can do to boost their sustainability through AI and innovation, and at the same time increase 
employees’ commitment and resilience.

5.7.1. Theoretical Implications

The current study addresses the scarcity of research on the relationships between the 
innovative culture of an organization and its employees’ commitment and resilience.  As 
expected, transformational leadership had a direct impact on innovative culture, but the current 
study further discovered the mediating effects of innovative culture on the relationships 
between transformational leadership and employees’ affective organizational commitment 
and resilience, highlighting the importance of transformational leadership that bring favorable 
individual and organizational outcomes, and an innovative culture’s effects on other favorable 
employee outcomes apart from enhancing the organizational readiness in implementing AI and 
other new technologies.

5.7.2. Practical Implications

Through the semi-structured interviews, business leaders, tech firm founders and subject 
matter experts provided their practical advice on what employers, leaders and HR practitioners 
should do to build an innovative culture, enhance employees’ affective organizational 
commitment and strengthen employee resilience.  Leaders are advised to be role models of 
employees on leaving their comfort zones, being future-oriented, demonstrating passion and 
strong work ethic, and maintaining transparent communication.  They should also create 
psychological safety and promote risk-taking with accountability to motivate employees to 
discover new ideas and experiment new ways of doing things.  They should focus on attracting 
and retaining the right people with the right values, stimulate and expose them to challenges, 
and strike a balance between structure and fluidity to enable them to innovate and take charge 
of their growth.  Nonetheless, diversity is important for an innovative culture.  Leaders should 
establish trust and mutual understanding with every individual, celebrate progresses and learn 
from failures together to make their team feel valued. 

5.7.3. Limitations and Future Studies

Innovation demands leaders and employees to have diverse competences and experiences.  
To maximize organizational and individual performance and growth, leaders are required to 
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match their leadership style to different situations and individuals’ competences, development 
needs and personalities (McHugh, 2024).  In the current study, effects of transformational 
leadership were examined.  Whilst transformational leaders rely on their charismas to lead 
their team, transactional leaders use their bureaucratic powers.  According to Bass (1985), 
transformational and transactional leadership augment each other.  Both bring favorable 
individual and organizational outcomes (Weber, 2009).  In addition, authenticity influences 
diversity, trust and transparency (Boekhorst, 2015).  Therefore, authentic leadership may also 
bring positive influences on innovation.  Both quantitative and qualitative data collected for 
the current study showed that certain behaviors under transactional leadership and authentic 
leadership have significant relationships with innovative culture and employees’ affective 
organizational commitment and resilience.  Therefore, future studies on transactional leadership 
and authentic leadership are recommended.
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Abstract

Artificial Intelligence (AI) has grown drastically in recent years. Organization leadership teams 
are focusing on analyzing the data through Artificial Intelligence (AI) and deriving it to the 
constructive decisions. This chapter shall focus on the leadership strategies which are used 
to develop the business operations by simplifying the model of operations with the support 
of AI, minimizing the timelines, operation cost and enhancing the speed and accuracy of 
the results, also aligning the sustainable development goals, reducing carbon emission and 
footprint, which can be done by adapting the approaches like use of solar and wind (renewable) 
energy, water and waste management, sustainable agricultural developments, use of preserved 
biodiversity, respectively depending upon suitability in contributing to the different industries 
and sectors. This chapter will also focus on the use of generative AI, the positive and challenging 
impact of the same, also how it can be environmentally friendly, by using renewable energy 
and moderating emissions. Sustainable Business Practices is important but along with this, 
ethicality and transparency of data usage, code of conduct, proper documentations, managing 
and analyzing risk along with the responsible behavior is also significant. AI experts, policy 
makers, Government guidelines and business leaders need to align, plan and design the strategy 
which is supporting the concept of AI, sustainable development of the company and leadership 
teams leading the company’s defined social and economic goals. The chapter will also shed 
light on scope and suggestions for future positive outcomes.

Keywords: Artificial Intelligence, Strategic leadership, Ethicality, Transparency, Operations 
efficiency, Cost saving, Policy makers, Government guidelines, AI experts, Environment 
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6.1. Introduction

6.1.1 Scope and Objectives

The role of Artificial Intelligence (AI) in sustainability manner within business practices 
has gained meaningful power in new era. As organizations are facing immense to contribute 
to sustainable development by reducing environmental impact, AI has become an important 
tool for strategic leadership management. This chapter discovers how AI is being incorporated 
with sustainability programs and how it shapes an organization’s strategies. By considering 
how AI technologies can contribute to improving sustainable efforts, organization management 
teams can well arrange their companies for future gaps and challenges such as climate change, 
resource depletion, and evolving social responsibilities. AI plays an important role particularly 
in the perspective of sustainability, where in its role is to minimize the environmental effects, 
preserving supplies, and refining operational effectiveness. The possibility of this chapter 
includes scrutinizing the role of AI role in reducing carbon emissions, energy consumption, 
and waste, at the same time aligning these strengths with stronger business strategies. This 
chapter will explore about the leadership teams in various sectors pertaining to leverage AI to 
drive sustainable practices, enhance the utilization of renewable energy, manage waste, and 
develop supply chain sustainability. The objectives of this chapter are to investigate how can 
AI drive business operations competences which can subsidize to sustainability objectives. 
Also to examine how strategic managers are integrating AI into their sustainability policies, 
simultaneously to explore how an ethical consideration of AI in business practices, predominantly 
in relation to environmental sustainability and social responsibility could be managed. Also to 
provide suggestions for incorporating AI into business operations to accomplish sustainability 
and strategic objectives.

6.1.2 Importance of the Chapter

The rising concern and importance of sustainability, which is driven by the firmness of 
climate change, resource reduction, and social inequality, noises for solution which is innovative 
enough in every business. AI being one of the most transformative high-tech developments of 
the 21st era, has the probable to address these worldwide gaps and confronts by enhancing 
business operations, driving competences in energy use, reducing waste, and resource 
distribution. In the successful implementation of AI for sustainability, strategic leadership plays 
a crucial role, where in leaders who embrace AI are not only the one who gain a technological 
advantage but also safeguard their businesses are resilient to the interruptions caused by 
ecological and societal challenges. This chapter shall contribute to the present literature by 
incorporating AI’s technological competences with management strategies that encourage 
environmental, economic, and social sustainability. By highlighting an ethical consideration, 
gaps and challenges in AI acceptance, this chapter purposes to offer realistic perceptions and 
future guidelines for businesses looking to influence AI for sustainable business practices.
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6.2. Literature Review	
										        

6.2.1 Artificial Intelligence and Sustainability

Ability of AI skill set, and knowledges are progressively getting increased, and it has 
also recognized for their probable to assist sustainable expansion works. One of the most 
important functions of AI in sustainability is in energy management. AI-powered systems 
can enhance the usage of energy and control it in real-time, by allowing for the more well-
organized use of renewable energy resources like solar and wind power. Smart grids operated 
by AI can forecast energy need, adjust allocation, and incorporate renewable energy into the 
grid, decreasing dependency on fossil fuels (Rahman et al., 2022). Furthermore, use of AI 
in building constructions to control heating, ventilation, air conditioning (HVAC) systems, 
lighting, and appliances, leading to meaningful energy savings (Harrison et al., 2021).

AI is making improvements in encouraging ecological practices by relieving 
agriculturalists enhance resource usage in agricultural business at various places. From AI-
driven technologies and tools it can be predicted that the crop is yield, schedules of irrigation 
and the need of pesticides and fertilizers, that when it is required and after what usage it is 
harmful to the environment. AI powered, accurate farming techniques allows farmers to 
use resources in a more proficient way, by improving crop yield and simultaneously while 
minimizing environmental impacts (Bera & O’Neill, 2020). Additionally, AI can be used to 
oversee soil well-being, biodiversity, and use of water, by providing farmers with data-driven 
perceptions that help sustainable agricultural practices.

AI plays a vital role in controlling waste management and its recycling. AI can predict 
the waste pattern by observing the waste management in a systematic way for stipulated time 
and can improve the process of re-cycling, which further can eventually assist in sorting the 
waste more efficiently. AI can help drastically by contributing to broadside saving practices by 
reducing landfill waste and growing recycling rates and confirming that resources are reused 
rather than disposed of (Cozzolino et al., 2020).

Despite many benefits as above, the study also highlights some gaps and challenges in the 
implementation of AI in sustainable business practices which leads to the win-win situation for 
business leaders. The execution of AI for sustainability needs substantial number of investments 
in infrastructure, technology, and human resources. Furthermore, concerns about data privacy, 
data biasness, and the environmental impact of AI systems themselves predominantly are those 
areas that require attention which involve vast computational resources (O’Neil, 2016). These 
experiments underline the need for ethical frameworks and strong leadership to safeguard 
usage of AI with responsibility.

6.2.2 Strategic Leadership in the Era of AI	
							     

For successful adoption and implementation of AI, management strategic leadership is 
very important, particularly in the context of sustainability. Today’s business leaders must focus 
on a clear vision which derives AI to meet sustainability goals and make the road map for their 
organizations which guides through the challenges of incorporating AI into present processes. 
This is particularly significant in businesses such as energy, agriculture, manufacturing, and 
logistics, where AI can show substantial enhancements in sustainability.

Transformational leadership, as labelled by Bass and Riggio (2006), is mainly 



111

applicable in this study. Transformational leaders motivate and encourage their team members 
to hold change, containing the acceptance of AI tools. These leaders focus on operational 
improvements, also they highlight the broader visualization of sustainability and the long-term 
advantages of AI. By developing a culture of invention, these managers and business leaders 
can determine sustainable commercial practices while upholding growth of companies and 
increase in profitability. Furthermore, strategic leaders need to stabilize the short-term goals 
of operational effectiveness with the long-term goals of environmental sustainability. This 
necessitates the incorporation of AI into business strategies that highlights not only the decrease 
in cost and increase in productivity but also environmental stewardship, social accountability, 
and ethical business practices (Kiron et al., 2021).

The gap and challenge lie in positioning AI tools with sustainability goals without 
surrendering the organization’s ethical values. Business leaders must ensure clarity, fairness, and 
inclusivity in AI arrangements, focusing concerns connected to data biasness and the probable 
shift of workers by robotics. As AI tools are evolving leadership and continuous adaption of AI 
ensures that functions are aligned with the company’s mission, values, and sustainability aims.

6.2.3 AI Implementation in Business Operations	 					   
	

The implementation of AI in business management operations widths an extensive 
variety of industries, respectively of which has the sole sustainability challenges and prospects. 
In manufacturing, AI-driven analytical systems help to optimize the equipment performance, 
reduce the timeline, and reduces the maintenance costs. These techniques can forecast 
breakdowns before they could happen, safeguarding that system functions at peak effectiveness, 
which in turn lowers energy depletion and material surplus (Harrison et al., 2021).

In logistics and supply chain management, use of AI is to optimize methods, reduce 
gasoline, power, energy consumption, and restructure an inventory management. AI-powered 
methods can forecast requirement, minimize extra inventory, and enhance delivery tracks, 
which leads to the decrease in greenhouse gas emission and cost of transportation (Binns, 
2020). Furthermore, AI can aid in circular economy by refining product lifespan management 
and letting the companies to reduction of waste and promote the reuse of resources.

The healthcare industry is also adopting the use of AI, where it is being used to diminish 
waste in medicinal supply chains, improve resource distribution in hospitals, pharmacies and 
clinics, and forecast healthcare requirements created on population movements. By the better 
use of AI, healthcare procedures can manage more proficiently, by lessening energy utilization 
and surplus while enlightening the excellence in precaution (Cozzolino et al., 2020).

6.2.4 Identifying Gaps in Current Literature

Although the existing literature in the articles, journal and other works delivers valuable 
perceptions into the function of AI in business sustainability, numerous gaps continue. Most 
study has determined on AI’s functional competencies and its possible in cost reduction, with 
very restricted consideration to its wider strategic consequences for long-term sustainability. 
Furthermore, the studies are required to explore more AI’s role in driving environmental 
sustainability by adopting sustainable business models that incorporate environmental goals of 
UN, social, and economic goals of the businesses.

Additionally, the ethical consequences of AI in sustainability energies are the capacities 
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that involves more consideration. How can AI tools can be proposed and executed in a manner 
that it encourages fairness, equality, and community responsibility? Study into these subjects 
will be serious as AI is becoming beyond universal in business tasks and sustainability strategies.

6.3. Research Methodology and Framework
	

6.3.1 Research Approach

This chapter adopts a mixed methods where qualitative and quantitative research 
approach that synthesizes existing literature, case studies, survey in Likert scale method and 
industry reports. In survey method, respondent was from different industries with the role like 
managers, executive directors, consultants etc. This study is also based on observation method 
by understanding the existing occurrences of activities in my current organization named 
Abu Dhabi Precast LLC based in Abu Dhabi, UAE which falls under precast and composite 
manufacturing industry. Being precast manufacturing industry, automation plays an important 
role as many machineries and equipment are automated to achieve the labor cost reduction and 
increase the productivity strategically. However, at the same time environmental sustainability 
is the biggest concern for company like Abu Dhabi Precast LLC wherein concrete is the base of 
production. There to cover up the same, the production is shifted to GRC (glass reinforcement 
concrete products) which is more environmentally friendly. Moreover, the UAE govt is trying 
to promote more environmentally sustainable business therefore there are stipulated areas 
allotted for such manufacturing and any expansion of the business needs to have the plans 
which supports environment (Survey data, 2025). The comprehensive review of peer-reviewed 
articles and relevant reports from reliable sources such as business leaders, academic periodicals, 
and government publications are used. This methodology permits better understanding of the 
connection of AI, sustainability, and strategic leadership.

The emphasis is on examining how is the existing use of AI in current business to drive 
sustainability across different industries with strategical approach of growing business and 
reduce carbon emission along with improved business operations in terms of economic, well-
being of employees and society and efficiency of business operations. With the assistance of 
real time case studies and real-world examples, this chapter delivers a thorough inspection of 
the applied function of AI in driving sustainability aims. Furthermore, the ethical opinions of 
AI recognition and the function of management in managerial AI incorporation are discovered.

Survey was conducted via emails and LinkedIn to get the understanding from 
professionals, the response was received from the geographical region of Europe, Middle 
East, Asia, from the countries like India, Qatar, United Arab Emirates, Switzerland. There 
were 30 respondents, from the industries Real Estate, Consulting, Education, Manufacturing, 
Construction. The positions of the respondent were managers, supervisors, executive directors, 
consultants and analysts.
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Figure 1

Figure 2

Figure 3

Note. The respondents of this survey are from different sizes of the organization as stated in the 
figure 1, and the percentage of the roles holding respondents are shown in the figure 2. Whereas 
maximum respondents are from manufacturing industry as shown in the figure 3
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Figure 4

Figure 5

Figure 6
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Figure 7

Note. Figure 6 states that an artificial intelligences tools are used in many functions like Op-
erations, Human Resources, Sales and Marketing etc. Whereas in figure 8, it reflects that the 
impact of AI in strategic leadership is increasing.

Figure 8
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Figure 9

Note. In figure 8 and 9 it states that the concern of environmental sustainability is high and 
it’s the most challenging aspects in AI strategic leadership

Figure 10
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Figure 11

Figure 12

Note. In figure 12, 60% of the respondent thinks that government needs to evaluate in the use 
of AI in strategic leadership to safeguard, monitor and reduce environmental impact

6.3.2 Academic Framework
The analysis of the Academic framework is established in numerous recognized concepts 

in strategic leadership and sustainability, including Transformational Leadership Theory (Bass 
& Riggio, 2006) which is a vital to understand that how business leaders can stimulate and 
encourage their organizations to grip AI tools while practicing sustainable goals. Another 
theory is Resource-Based View (RBV) (Barney, 1991), which highlights leveraging businesses 
capital and resources by involving technological proficiencies, to benefit an economical gain. 
In this perspective, AI is an appreciated means that can improve sustainability practices and 
push functional effectiveness. The third one is Triple Bottom Line (TBL) (Elkington, 1997), 
which is framework that estimates the companies, centered on three pillars: economic, 
environmental, and social presentation. AI tools can provide to all three scopes by improving 
business operational effectiveness, diminishing environmental effects, and indorsing social 
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responsibility. The fourth theory is Dynamic Capabilities Theory (Teece et al., 1997) which 
hypothesizes that organization can benefit a competitive advantage by emerging adaptable 
strategies that alter to promptly shifting circumstances. AI allows companies to adjust quickly to 
marketplace modifications, technological progressions, and sustainability confronts. By using 
these academic frameworks, the chapter investigates on how strategic leadership can influence 
organizations to use AI to meet sustainability aims and form long-term significance.	

								     

6.4. Discussion and Findings	 	 						    
6.4.1 AI in Driving Sustainability Agendas

As per the (Survey data, 2025), it is understood that respondents believes that the 
potential use of AI needs to be monitored. AI has been used by many companies at large, medium 
and small scales, ability of AI to run the sustainability is huge, and companies are willing to 
use the AI tools and technologies to increase productivity and support the environment as 
well along with the improvement in efficiency. For instance, in an Energy, the use of AI tools 
and technology drives the optimum utilization of renewal energy by reducing the dependency 
on non-renewable energy resources. (Rahman et al., 2022). AI-expert energy management 
techniques assist companies and business to reduce energy utilization and rise the usage of 
clean energy, which directly contributes to decrease of carbon emissions.

Furthermore, the use of AI techniques in agricultural businesses are transforming the 
way the food has been manufactured, reducing the environmental footprint of agricultural 
practices. AI-driven exactness cultivation techniques grant agriculturalists to boost water use, 
diminish pesticide function, and increase soil health, which ultimately leads to more sustainable 
agricultural practices (Bera & O’Neill, 2020). These developments support the worldwide 
driven supportable food manufacturing methods and gives a roadmap to attend food security 
confronts in an environmentally sensible approach.

6.4.2 AI in Strategic Leadership in Contemporary Organizations

Strategic leadership is critical role in any organization, management needs to be assured 
that not only the implementation of AI but also the use of AI is being done in an organization to 
ensure and get the best return out of investment. Leaders in an organization needs to ensure that 
AI is used to enhance the sustainability along with the business decisions of making revenue. 
Management must use the AI initiatives to align with the organization’s mission, values, goals 
and long-term aims. By concentrating on sustainability aims, managers can push revolution 
and increase in operational effectiveness, by creating strong organizations which are better 
armed to route ecological and social gaps and challenges.

As it is known that AI helps management leaders to enhance the decision-making skills 
as the analysis are quick and well reported in quick manner, this guides them to be ready with 
new strategic initiatives. For instances, AI techniques can forecast market trends, customer and 
client behavior, and potential interruptions in the supply chain, permitting leaders to articulate 
practical strategies that boost organizational strength (Kiron et al., 2021). In the agricultural 
sector, AI techniques enable farmers to rapidly react to fluctuating climatic circumstances 
by adjusting crop management exercises and modifying planting agendas based on climate 
predictions and soil data (Bera & O’Neill, 2020).
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6.4.3 Accepting to Change: AI as an Initiator of Business Compliance

One of the important advantages of implementation of AI is its capability to assist 
companies adapting the fast dynamics of the market, technology, and environmental 
circumstances. In industries like manufacturing, AI-driven projections continue to safeguard 
that assembly practices remain constant, even at the time of external interruptions (Harrison et 
al., 2021). The employees of the company are required to adapt the changes in working style 
for which the proper training is required to be given in the company. Employees are the asset 
to the company, in many cases the main cause of the failure and success are the employees 
and their working style, basically company environment and culture plays an important role 
in the growth of the company itself. AI allows companies to be more flexible, dynamic and 
fast forward in decision making, as it offers the tools to respond to all the challenges related to 
environmental, social and economic. This adaptability is essential for long-term sustainability.

6.4.4 Moral Concerns in AI for Sustainability

Although AI embraces important in strategic leadership related to environmental, 
economic and social sustainability, it also raises important ethical concerns. Disputes such 
as data confidentiality, algorithmic unfairness, and the ecological impact within the use of 
Artificial Intelligence tools must be focused to safeguard that AI is used sensibly (O’Neil, 
2016). Management leaders must embrace moral frameworks that highlight transparency, 
impartiality, and inclusivity in the planning and accomplishment of AI tools.

6.5. Conclusion										        
6.5.1 Summary of Findings

This chapter focusses on the important role of AI in fostering sustainability throughout all 
the industries, emphasizing on manufacturing and agriculture. Certainly, AI has the prospective 
to enhance the usage of energy, reduction in waste by doing proper waste management, and 
enhancing business operational competence, all with supporting the concept of sustainability 
with wider goals. Nevertheless, the fruitful execution of AI evolves strategic leadership that 
incorporates AI tools with the organization’s sustainability goals. Management leaders must 
direct companies through the complications of AI embracing, attending moral concerns and 
safeguarding that AI plans support with ecological, social, and economic sustainability targets.

6.5.2 Future Scope of Research 

Future scope of work can emphasis more on ethical issues and concerns of 
implementation of AI in sustainable business strategies. Which can be done by discovering 
on how organizations can identify and reduce the fears connected to data privacy, algorithmic 
fairness, and social discriminations. Furthermore, the studies are required to analyze the 
long-term influence of Artificial intelligence on employees working in the company, an 
environment of an organization, its impact on the culture, employee relations and enhancement 
of employee’s skills to name a few. Government, Policymakers, Auditors, AI implementors, 
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and business leaders should collaborate to build standards that confirm the trustworthy use of 
AI in succeeding sustainability targets.
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Abstract
The rise of artificial intelligence (AI) brings with it a broad range of challenges and 
opportunities for organizations. As we are aware that AI is a collection of tools, an intelligent 
toolbox. This article will explain why this toolbox is so valuable in helping humanity overcome 
key bottlenecks that currently hinder sustainability progress. Each passing year brings new 
record -high temperatures, larger catastrophic wildfires, and more frequent devasting floods. In 
response, international agreements have set ambitious global sustainability targets. the United 
Nations (UN) urges that net zero commitments require credible action for a living climate. Net 
zero refers to reducing carbon emissions to a chump change of residual emissions. Although 
there are numerous applications of AI, there is no leading-edge review of how AI applications 
can reduce net-zero carbon emissions (NZCEs) for sustainable building projects.
By mid-century (2050), carbon dioxide emissions must reach net zero and by 2030, the loss of 
biodiversity must be suspended and reversed. The encouraging news is that significant progress 
is being made toward these goals. More than 9,000 companies across more than 140 countries 
have joined the Race to Zero, a coalition that pledges to take immediate action to halve global 
emissions by 2030. But change is simply not happening fast enough. The scale and speed 
of changes that are needed to meet global sustainability goals is daunting. Consider a few 
examples, such as Global renewable power generation must triple in less than a decade – 
International Energy Agency (IEA) and methane emissions from fossil fuel operations must be 
reduced by 75%. Over the next couple of decades, food production must increase by 50%, and 
we will need to develop 1,000 times more durable carbon removal capacity than exists today. 
A total of 124 published articles were retrieved and used to conduct science mapping analyses 
and qualitative discussions, including mainstream research topics, gaps, and future research 
directions. AI-powered learning platforms can help by providing:

•	Provide personalized training
•	Analyze existing skills
•	Identifying gaps



122

•	Recommend tailored learning paths

Keywords: artificial intelligence; net-zero carbon emissions; science mapping approach; 
AI-powered learning platforms;	

7.1.Introduction

Humanity finds itself at a pivotal junction. It is imperative that we swiftly alter our course 
from the current trajectory of carbon-intensive and resource-depleting growth and transition 
towards a sustainable future in which both people and nature can flourish. The establishment 
of a sustainable future will necessitate transformative changes at an unprecedented pace and 
scale. Artificial Intelligence (AI) is a vital instrument for fostering the scale and pace that 
are essential. The era of AI is merely beginning to materialize. There exists considerable 
uncertainty on the horizon; however, one factor is unequivocal: AI will instigate significant 
transformations within the global economy, and this study will investigate the implications of 
these transformations for sustainability. 

This research study aims to elucidate the opportunities and the challenges that exist at 
the intersection of AI and sustainability. In this study, we will gain an understanding of the 
following: 

1. AI serves as a critical instrument for expediting advancements in sustainability. 
AI should not be regarded as a panacea nor as an assurance for resolving our climate and 
biodiversity crises.

2. It is essential to identify what must transpire to fully leverage AI’s potential for 
sustainability.

3. An overview of the critical role of AI in transforming job performance, emphasizing key 
trends, challenges, and opportunities within the changing digital landscape.

AI is emerging as both an enabler and a  force multiplier for  the  sustainability sector, 
by providing specialized assistance, optimizing workflows, and delivering individualized 
training. Traditional training modules  frequently  employ  a one-size-fits-all approach, 
disregarding  individual strengths and weaknesses.  Artificial Intelligence (AI) enabled 
individualized training can be a powerful tool to bridge the sustainability gap. It can analyze 
an individual’s existing skills,  pinpointing  deficiencies, and recommending customized 
learning  pathways.  This  has  the potential to significantly expedite the upskilling process, 
allowing a greater number of individuals to engage in sustainability initiatives. AI is empowering 
the workforce to tackle sustainability challenges more efficiently and effectively. As organizations 
strive to maintain competitiveness in an increasingly intricate and rapidly evolving environment, 
the adoption of AI technologies has become  essential  for  enhancing  productivity, 
efficiency, and innovation.  Machine learning techniques enable AI systems to learn 
from data and  enhance  their performance over time,  rendering  them indispensable tools 
for  improving  decision-making processes across various professional sectors.  One of the 
fundamental  transformations  facilitated  by AI integration is the paradigm of human-AI 
collaboration. Rather than perceiving AI as a substitute for human employees, organizations are 
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increasingly acknowledging its potential to augment human capabilities and elevate workforce 
productivity.  Intelligent automation permits mundane and repetitive tasks to be  assigned  to 
AI systems, thus liberating human workers to concentrate on tasks that necessitate creativity, 
critical thinking, and emotional intelligence.  This symbiotic relationship between humans 
and AI nurtures a more dynamic and adaptable workforce, where each side complements the 
strengths of the other.

It  is  clear  that  the  integration  of artificial intelligence  is not  simply  a 
technological trend but a  crucial  catalyst  for  organizational success in the 21st 
century.  Organizations that  utilize  the  capabilities  of AI to  improve  job performance are 
likely to achieve  a  substantial  competitive  edge, while those that  do  not  keep  pace may 
find themselves  falling behind in  a  progressively  dynamic and competitive market.  This 
introduction establishes the foundation for a thorough examination of AI empowerment and 
its effects on job performance. Through a meticulous analysis of significant trends, case studies, 
and best practices, this paper seeks to offer insights into how organizations can utilize AI to unlock 
new dimensions of productivity, efficiency, and innovation. By comprehending the opportunities 
and challenges introduced by AI integration, organizations can devise a strategy for sustainable 
growth and success in the digital era. The swift advancements in AI algorithms, along with the 
exponential increase  in  data, have  created  unprecedented opportunities for organizations to 
optimize processes, automate tasks, and derive actionable insights. 

As global focus on climate change keeps increasing, there is extensive acknowledgement 
within the international community regarding  the  need  to  lower  greenhouse gas emissions 
and  encourage  a  transition to a  low-carbon  economy  (Wimbadi and Djalante, 2020).  In 
this  setup, AI, as a  groundbreaking  innovative technology, is significantly altering 
production methods, resource allocation techniques, and energy usage patterns across a range 
of  industries (Waltersmann et al.  , 2021),  thus  having  a  substantial effect on ECE. 
ECE  denotes  the  cumulative  carbon emissions  linked  to  a product or service throughout 
its complete lifecycle, covering all phases including production, transportation, consumption, 
and disposal.  This  encompasses  both direct and indirect emissions  produced  during the 
extraction of raw materials, manufacturing, transportation, usage, and final disposal or recycling 
(Meinrenken et al. , 2020). 

Carbon emissions implications of AI  necessitate  consideration  of  both the direct 
and indirect  effects  of AI  utilization  on emissions.  The direct  effects  pertain  to the 
emissions  produced  from  constructing  and operating AI models.  This is commonly 
termed  the carbon footprint.  The indirect  effects  of AI  refer  to the  changes  in emissions 
that may  occur  due  to  the manner in which  AI tools are utilized. Most evaluations have 
concentrated  on the direct  effects, which are  simpler  to  measure.  The direct emissions 
resulting from  developing  and  executing  AI models are  influenced  by three factors: 

1. The quantity of electricity required to train and operate models 

2. The carbon intensity of the electricity consumed.

3. The greenhouse gas emissions linked to creating the infrastructure for running the AI 
models. These are referred to as embodied emissions. 

A  significant  factor  determining  direct emissions from  increasing AI operations will 
be  the  pace  at which  the  global  electricity grids  transition  to zero-carbon energy sources 
such as wind, solar,  hydro, and geothermal.  The  speed  of grid decarbonization will not 
only impact the  level  of emissions from the electricity used for  operating  AI models, 
but also the embodied emissions,  which largely  arise  from  energy  utilized  in assembling 
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digital processors and  constructing  the  facilities  to  accommodate  them.  At present, the 
carbon intensity of  Australia’s  electricity grid  is  17  times  greater  than  that of  Iceland’s 
grid. Decarbonization  rates  also  differ  by region.  For  instance,  in the  past  five years, the 
Netherlands decreased average grid carbon intensity by 31%, whereas India reduced average 
intensity by only 4%. To achieve the global sustainability goal of net zero emissions by 2050, AI 
tools and the infrastructure supporting them must be designed and operated to reduce their direct 
emissions. Major companies offering AI services are already making significant investments in 
renewable energy to meet or offset the energy demands of their data centres. Ongoing innovation 
will be essential to enhance efficiency, increase the availability of zero-carbon energy,  and 
modernize electricity grids. The positive aspect is that AI can facilitate the acceleration of those 
innovations.

This  section  also will  elaborate  on  how the  development  and  operation  of AI 
models  require  energy.  The  growth  of AI  is  likely  to  have a relatively  minor  effect  on 
energy  consumption  at a global  level but can  present  local energy difficulties 
in  certain  areas. Let’s  examine  the energy  requirements of AI. At present, data centers  and 
data transmission networks collectively account for approximately 2% of global 
electricity use. However, AI models themselves utilize only a small portion of this total. It is 
estimated  that  AI  represents  less than 1/10000 of global electricity consumption. 
Another approach to understand AI’s electricity usage is by comparing it to other electricity 
consumption  activities.  For  instance, the electricity utilized while watching television. 
Consider this:  currently, ChatGPT  processes  around  200 million requests daily from 
users  worldwide, consuming  roughly  600 megawatt hours of electricity.  While  this may 
appear to be a substantial figure, it is equivalent to the electricity consumed in just one minute 
by individuals in the United States watching television at home. Now, naturally, as the use of 
AI grows, the energy required to  run  AI models will  also rise. The  International  Energy 
Agency anticipates that the energy requirements of AI-specific data centres could rise by as 
much as tenfold by 2026. Between 2010 and 2020, despite  a  remarkable 900%  increase  in 
computing, electricity consumption increased by only 10% remaining fairly stable thanks to 
significant advancements  in energy efficiency. Now, let’s shift from the global viewpoint  to 
the local outlook, where the energy situation can differ considerably. Locally, the electricity 
demand from data centers can be substantial in relation to supply, potentially imposing strain on 
local electrical grids. This situation arises because data centers have traditionally been situated 
in areas with advantageous economic and regulatory conditions. In these areas, data centers can 
utilize a considerable portion of the local grid’s capacity.

7.2 Literature review

7.2.1 The Intersections of AI and Sustainability

The  convergence  of sustainability and artificial intelligence (AI)  presents  a 
transformative potential to  tackle  global environmental challenges, including climate 
change, resource depletion, and ecosystem degradation.  This study  examines  the  ways in 
which AI technologies,  including machine learning and data analytics, are being employed 
across diverse sectors to bolster sustainability initiatives. Nevertheless, the incorporation of AI 
into sustainability practices also poses difficulties, such as the environmental repercussions of AI’s 
energy use, the possibility of algorithmic biases, and the necessity for fair access to the advantages 
of AI. This section underscores the significance of creating transparent, accountable, and inclusive 
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AI systems and governance frameworks to ensure that AI positively contributes to sustainability 
objectives while alleviating potential risks and inequalities. The intersection of sustainability 
and artificial intelligence (AI) represents an intriguing frontier where technological innovations 
can substantially aid in addressing the urgent environmental issues we face today. As global 
apprehensions regarding climate change, resource depletion, and environmental degradation 
persistently rise, AI emerges as a transformative instrument with the ability to revolutionize 
sustainable practices across an array of sectors. AI technologies, encompassing machine learning, 
deep learning, and advanced data analytics,  provide  exceptional  capabilities in processing 
extensive datasets, detecting  complex  patterns, and optimizing processes that are  vital  for 
sustainability. For example, AI-driven solutions have played a crucial role in enhancing energy 
consumption within smart grids, resulting in notable reductions in greenhouse gas emissions 
and improving energy efficiency. 

AI  constitutes  a collection of powerful tools,  created  by humans.  These tools  can 
perform  rigorous  tasks  that,  in the past, only humans could  execute.  The intersection 
of sustainability and artificial intelligence (AI)  represents  an exciting frontier wherein 
technological advancements can  make  a  significant  contribution towards  addressing 
the urgent environmental challenges of our era. As global concerns regarding climate change, 
resource depletion, and environmental degradation continue to  rise, AI tools, when utilized 
efficiently, can  serve  as  substantial  accelerators for  progress in  sustainability. For  example, 
AI-driven solutions have  played  a  crucial role  in optimizing energy consumption 
within smart grids,  resulting  in  significant reductions in greenhouse gas emissions and 
improvements in  energy efficiency.  Furthermore, AI  has  the capability to  optimize supply 
chains by  analysing  data  related  to  material sources, manufacturing processes, and 
logistics, thereby  identifying  environmentally friendly and socially responsible methods 
that  reduce  carbon  footprints  and minimize waste.  AI tools  perform  complex  tasks 
by learning from data, often  extensive  amounts of data.  The following three 
primary methods illustrate how machines can learn:

i)  Supervised learning: Training AI with labelled data to identify patterns (e.g., categorizing 
images of forests).

ii) Unsupervised learning: Recognizing patterns in data without labels (e.g., enhancing 
weather forecasting).

iii) Reinforcement learning: Acquiring knowledge through trial and error with feedback 
(e.g., managing a building’s energy system).

These methods empower AI to interpret data, make predictions, and continually enhance 
its capabilities, thereby adding organizations in the effective development and deployment of 
sustainability solutions.

The complete potential of AI in fostering sustainability can only be actualized through a 
comprehensive approach that equilibrates technological advancement with ethical considerations 
and sustainable practices. Nevertheless, the incorporation of AI into sustainability initiatives is 
not  devoid  of  challenges.  A  notable  concern is the environmental  impact  of AI itself, 
particularly the energy consumption linked to the training of  extensive  AI models.  Shin 
and Rao  address  the paradox of  utilizing  energy-demanding  AI technologies 
to tackle environmental issues, highlighting the necessity for more energy-efficient algorithms 
and hardware.  The ethical  ramifications  of AI in sustainability also  represent  a  vital  area 
of  concern.  Khan and Patel investigate the dangers  of algorithmic bias  within AI systems, 
which can  intensify  pre-existing inequalities if not appropriately mitigated.  Dubey and 
Singh further examine the obstacles associated with  implementing AI-driven sustainability 
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solutions in developing regions, where access to technology and data may be  restricted, 
potentially  exacerbating  the digital divide. The  significance  of governance frameworks to 
ensure the responsible utilization of AI in sustainability is emphasized by Zhang et al. , who 
advocate for collaborative governance models that incorporate multiple stakeholders, including 
technologists, policymakers, and civil society. Johnson and Lee  elaborate on this by discussing 
the necessity for transparency, accountability, and inclusivity within AI systems to guarantee 
their alignment with broader environmental and social governance (ESG) objectives.

Despite the progress made in AI-driven sustainability, the literature similarly advocates for 
a balanced  perspective  that addresses both the opportunities, and the risks associated with 
this convergence.  The  effectiveness  of AI in  advancing  sustainability  relies  not  solely  on 
technological innovation but also on the  creation  of ethical, transparent, and inclusive 
frameworks that  guarantee  the equitable distribution of  AI’s benefits across society.  The 
literature additionally investigates the convergence of artificial intelligence (AI) and sustainability 
and continues to underscore  the potential of AI in  transforming environmental management 
and policy. Recent research underscores the contribution of AI in improving the efficiency and 
effectiveness of renewable energy systems. For instance, AI has been implemented to optimize 
the functioning of wind farms through the prediction of energy production based on weather 
data, thus minimizing operational costs and enhancing reliability. The findings of this research 
will assist in the formulation of guidelines and best practices for the responsible implementation 
of AI in sustainability initiatives, ensuring that AI technologies are  utilized  effectively 
to attain long-term environmental and social benefits. 

7.2.2 AI Can Help Empower the World’s Sustainability Workforce
As we  endeavor  to  fulfil  global sustainability  objectives, we  encounter  a significant 

challenge:  an  increasing  gap in sustainability skills.  The world  requires  a workforce 
capable  of  designing,  implementing, and  monitoring  progress  toward  our sustainability 
objectives.  However,  at present, there are simply not enough individuals possessing 
the necessary skills and expertise to effect change at the pace the world demands. This is where 
AI can assume a transformative role. AI can function as a virtual assistant, offering specialized 
support that can enhance productivity.  The sustainability workforce, which is already 
limited in size, is  compelled  to  allocate  a  considerable portion  of their time  to  repetitive, 
time-consuming manual tasks, such as data management and reporting.  AI  has  the 
potential to  automate  a  multitude  of these tasks, significantly enhancing  the efficiency of 
workflows. This matter extends beyond mere task efficiency; it also involves optimizing human 
potential within the sustainability sector. AI can assist companies in making more impactful 
decisions towards achieving net-zero objectives.

This study  examines  the transformative  capacity  of AI in  improving  productivity, 
efficiency, and effectiveness  across  various professional  sectors.  By  utilizing  advanced 
algorithms and machine learning  methodologies, AI  enables  organizations to streamline 
processes, automate tasks, and  derive  valuable insights from extensive datasets. 
A significant element of AI empowerment is its capability to enhance human abilities instead 
of substituting them. Through intelligent automation, repetitive and  monotonous  tasks can 
be assigned to AI systems, permitting human workers to concentrate on higher-level decision-
making and creative  problem-solving.  This  cooperative  interaction  between humans and 
AI nurtures a more dynamic and adaptable workforce. AI improves decision-making processes 
universally. Tackling these challenges necessitates a collaborative initiative from policymakers, 
industry leaders, and educators to guarantee responsible AI implementation and alleviate potential 
risks. In summary, AI integration offers substantial promise for transforming job performance 
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by optimizing processes, empowering workers, and fostering innovation. Embracing AI as a 
strategic partner rather than a threat is essential for unlocking its full potential and establishing a 
future where humans and machines collaborate seamlessly to achieve unparalleled levels of 
productivity and success.

Furthermore, AI-driven analytics enable organizations to execute data-driven decisions 
with  accuracy  and agility.  By  leveraging  the  capabilities  of AI analytics, organizations 
can forecast market trends, enhance resource allocation, and provide tailored experiences to 
customers, thus securing a competitive advantage in today’s data-driven economy. However, 
the widespread  implementation  of AI integration also  introduces  numerous  challenges that 
must be  confronted  to  achieve  its full potential.  Ethical considerations,  including  bias in 
algorithms and privacy concerns, pose significant questions regarding the responsible use of 
AI technologies.  Furthermore, the  accelerated  pace of technological advancement demands 
ongoing upskilling and reskilling of the workforce to ensure that employees remain pertinent 
in an AI-driven economy [3].  By  developing  ethical guidelines,  encouraging  transparency, 
and investing in education and training programs, stakeholders can cultivate an environment 
favourable to responsible AI deployment and reduce potential risks. AI integration possesses 
tremendous potential for  transforming  job performance by  streamlining  processes, 
empowering employees, and  fostering  innovation. Adopting AI as a strategic partner  rather 
than a threat is crucial for organizations aiming to excel in the digital era.

This  research  utilizes  a mixed methods approach to  explore  the  influence  of AI 
integration on job performance across  various  industries.  The methodology  includes  both 
quantitative analysis of empirical data and qualitative assessment of case studies and expert 
perspectives. By  integrating  these complementary research  approaches, this research seeks 
to deliver a  thorough  understanding of the  complex  dynamics of AI empowerment in the 
workplace.  The quantitative analysis  entails  the collection and  examination  of numerical 
data concerning AI adoption, job performance metrics, and organizational outcomes. Surveys 
and structured interviews are  administered  to  a diverse sample of organizations across 
multiple sectors, which include manufacturing, healthcare, finance, and retail. These surveys 
are constructed to collect information on the degree of AI integration within organizations, the 
perceived effects of AI on job performance, and vital performance indicators (KPIs) such as 
productivity, efficiency, and revenue growth.

Expert interviews are carried out with industry professionals, academic researchers, and 
technology specialists in order to acquire varied perspectives on the influence of AI integration 
on job performance. These interviews investigate emerging trends, ethical considerations, and 
future  ramifications  of AI empowerment  within  the workplace. The insights  acquired  from 
these interviews  yield  valuable qualitative data that enhances the  comprehension  of 
AI’s transformative  capabilities.  The  results  derived  from both quantitative analysis and 
qualitative assessment are amalgamated to deliver a comprehensive and nuanced understanding 
of the effects of AI integration on job performance. By triangulating data obtained from multiple 
sources, this study endeavours to corroborate findings, discern patterns, and provide actionable 
insights for organizations aiming to utilize the potential of AI to enhance productivity, efficiency, 
and innovation in the workplace.

7.2.3 AI’s Impact on the Global Race to Net Zero 

As the largest  carbon  emitter  in  the world, China’s  initiatives  to  cut  emissions 
are  closely  associated  with  the global  path  of climate change (Guo et al.  , 
2024).  Simultaneously, China is  among  the  rapidly  advancing  nations  in the  arena  of 
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AI.  The  extensive  use  of AI across  different  sectors  significantly  influences  energy 
consumption and carbon emissions. Consequently, a detailed comprehension of AI’s effect on 
ECE,  especially  its  unique  mechanisms in  both  production and consumption, is crucial 
for  formulating  effective environmental policies and  advancing  sustainable development. 
ECE from the production side and ECE from the consumption side are two essential elements of 
total ECE, reflecting emissions from the viewpoints of production and consumption, respectively 
(Tian et al. , 2023). Production side ECE includes not just the direct emissions resulting from 
energy  use  within  manufacturing  facilities  but also the indirect emissions  stemming  from 
activities  like  the  transportation  of  raw materials and components,  along  with  the 
energy  needed  throughout  the production process (Ma et al.  , 2024).  On  the other hand, 
consumption-side ECE  emphasizes  the emissions produced during  the  use  of products  by 
consumers,  which  encompasses  energy  use  and other carbon emissions  related to 
usage (Zhang et al. , 2023). In order to provide suitable policy suggestions, this chapter will 
empirically analyse how the growth of AI has influenced ECE from both the production and 
consumption perspectives.

In theory, the use of AI technologies can improve energy efficiency in production methods, 
diminish energy waste, and boost the use of clean energy (Rojek et al. , 2023). Nonetheless, AI 
technologies exert a complicated and multi-dimensional influence on ECE. Regarding production, 
AI technologies help decrease energy expenditure and carbon emissions for each product unit 
by refining automation, streamlining production methods, and enhancing resource allocation 
(Ahmad et al., 2022). Concerning consumption, the  implementation of AI (e. g., intelligent 
recommendation systems, and smart home technologies) can  modify  consumer behaviour 
and consumption habits, thereby affecting ECE from the demand perspective (Puntoni et al. , 
2021). Importantly, while advancements in AI improve the efficacy of products and services, they 
may simultaneously foster new consumer demand (André et al., 2018), which could result in an 
overall rise in carbon emissions.

Currently, the  scholarly  community has  thoroughly  explored  the  impacts  of AI 
technologies on direct carbon emissions (Liu et al. , 2022; Xu and Song, 2023; Ding et al. , 2024). 
Most  research  indicates  that AI technologies can assist  in  lowering direct carbon emissions 
and energy  usage  by  enhancing  energy efficiency (Zhao et al.  , 2024),  utilizing  resources 
as effectively as possible (Lv et al. , 2022), and fostering technological innovation (Chen and 
Jin, 2023; Huang et al. , 2023). Specifically, Hsu et al. (2023) found that through automation 
and  enhanced  management,  implementing  AI technologies in manufacturing significantly 
reduces energy consumption and carbon emissions during the production process. In a similar 
vein, Liu et al. (2021) observed that the growing adoption of AI technologies would expedite 
the  shift  of traditional labour-intensive industries toward smart manufacturing, thereby 
further improving energy efficiency and diminishing energy consumption and carbon emissions.

The integration of the digital landscape within modern society presents a significant 
opportunity for advancing energy efficiency and monitoring carbon emissions, particularly 
in ML algorithms. The exponential growth and reliance on internet enabled devices, coupled 
with widespread internet accessibility, have revolutionized our understanding of online and 
offline realms. However, this digital revolution, despite its potential for smarter energy usage 
and management, has posed substantial challenges in terms of energy consumption [61]. 
In this context, Information Technology (IT) companies play a pivotal role in steering the 
transition toward a more sustainable, renewable energy-driven economy, crucial for reducing 
GHG emissions and mitigating climate change impacts. The IT sector, primarily based in 
energy-intensive manufacturing hubs like China and, generally, in Asia, currently consumes a 
considerable amount of global electricity, as depicted in Fig. 2.7. This highlights the pressing 
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requirement for thorough monitoring and analysis to reduce carbon emissions in ML algorithms, 
which is essential in managing the environmental impact of this fast-growing technological 
field.

Figure 2.7: Comparison of Global Electricity Consumption in 2012 with the IT Sector’s 
Energy Usage in billion kilowatt-hours (kWh)

In  worldwide  production networks, carbon emissions are  frequently  “embedded” 
in  goods  and services through  cross-border  trade and regional production activities (Jakob 
and Marschinski, 2013; Essandoh et al.  , 2020). While  the  notion  of ECE has been exten-
sively utilized in domains like international trade and industrial structural modifications, stud-
ies examining the connection between AI development and ECE are still scarce. Yang et al. 
(2024) employ intricate network analysis techniques to investigate the global embodied car-
bon emission transfer network. They shed light on how nations engage in global value chains 
and propose a framework for understanding how stakeholders can take on emission reduction 
responsibilities to foster regional low-carbon economic development. Current research large-
ly emphasizes spatial attributes of inter-regional carbon transfer, network features (Yang et al. , 
2024), the carbon footprints associated with international trade, and the carbon emission effi-
ciency within the manufacturing and service industries (Gao et al. , 2021; Wang et al. , 2024a). 

The innovation of this study is reflected in four main aspects. 

1. Current research frequently investigates the link between AI development and either 
production aspects or direct carbon emissions from a single standpoint. This study,  in 
contrast, creatively takes a dual approach, addressing both production and consumption, 
to thoroughly examine the intricate effects of AI development on ECE and its foundation-
al mechanisms. This dual-perspective analytical framework transcends the limitations 
of earlier studies and offers a fresh viewpoint for comprehending the intrinsic connec-
tion between AI and ECE. It provides significant insights for more precisely pinpoint-
ing emission reduction opportunities at various stages.

2. This study presents an innovative methodological contribution by merging the regional 
input-output model with a double fixed-effects model,  thus creating a more extensive 
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analytical framework. By utilizing the regional input-output model, we initially estimate 
the carbon emissions on both the production and consumption sides for each province 
and city,  furnishing essential data for the  following empirical analysis. Building upon 
this, we  subsequently use  the double fixed-effects model to discern  the net effects of 
AI development on ECE in both the production and consumption sectors. Furthermore, 
we  perform  a series of robustness checks and sensitivity analyses to confirm the 
dependability of our results.  This methodological  integration  not only  deepens  the 
analysis but also guarantees the rigor of the investigation.

3. This research not only investigates the direct effects of AI advancement on both the 
production and consumption  facets  of ECE but also  delves  into  the underlying 
mechanisms.  In particular, it  assesses  whether AI impacts ECE via four essential 
channels:  enhancements in  energy efficiency,  optimization of  industrial structure, 
the  uptake  of low-carbon energy sources, and  innovations in  green  products.  This 
multidimensional analytical framework  provides  a more  thorough grasp of the routes 
through which AI development influences ECE, offering a strong theoretical foundation 
for devising targeted strategies for emission reduction.    

4. This  research  additionally  expands  the analytical scope by probing  the moderating 
roles of  both  internal and external factors,  such  as  the  intensity  of environmental 
regulations, the construction of ecological civilization, the capability for green innovation, 
and the consumption of renewable energy. From the viewpoints of government, market, 
and society, the analysis explores how these factors affect the carbon reduction effects of 
AI.

7.2.4  AI Energy Use – a Local Challenge

Rising energy  usage  and climate changes  rank  among the most urgent challenges 
confronting  modern society.  The  swift  increase  in energy consumption,  fueled  by 
economic growth and technological progress, contributes to a rise in greenhouse gas emissions 
and accelerates global climate change. In this regard, the necessity of discovering innovative 
solutions to improve energy efficiency is becoming more pronounced. Artificial intelligence 
(AI) and machine learning (ML) have  progressed  quickly  in recent years, demonstrating 
considerable promise in addressing intricate environmental issues, such as improving energy 
efficiency and lowering carbon emissions. Nevertheless, their influence on energy consumption 
and climate change is still unclear.

On one hand, AI possesses substantial potential to tackle global challenges identified by 
the UN, including climate change and various complex environmental and social problems, 
which encompass the following:

1.	 By forecasting energy consumption, optimizing energy 
systems, and incorporating renewable energy sources, AI has 
the capacity to emerge as a crucial asset in the battle against climate change.

2.	 Enhancing the energy efficiency of buildings and industrial frameworks and optimizing 
the  functioning  of energy systems in real time  aids  in  decreasing  total  energy 
consumption and lessening environmental impact.

3.	 Machine learning (ML) is  employed  to  forecast  climate change and its  effects on 
energy systems. Machine learning models enable us to develop scenarios for future 
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energy consumption and adjust infrastructure to new circumstances.
4.	 AI can improve the efficiency of renewable energy sources, including wind and solar 

power plants, which is especially vital in the decarbonization effort.
5.	 AI  serves  a  vital  function  in  observing, managing, and predicting energy 

demands,  considering  future climate change.  This  entails  enhancing  energy 
distribution, integrating renewable sources,  and  alleviating  load on power 
systems during peak demand  periods.  These studies  offer  solutions 
to  augment  the sustainability of energy systems and  lessen  their carbon footprint. 

The  objective  of this research is to  compile  and  organize  the  available  scientific 
literature,  illustrating  how artificial intelligence (AI) and machine learning (ML) 
methods  can  enhance  energy efficiency  across  various  industries and  nations.  The 
review  additionally  seeks  to  evaluate  the role of AI in tracking contemporary 
climate issues, such as lowering carbon emissions and maximizing resource utilization. To achieve 
the established goal, the following tasks have been outlined:

 
- identify the  primary  trends and research  areas  where  AI and ML 
are utilized to enhance energy efficiency and confront climate issues.
 
-  evaluate the key technical obstacles that hinder the widespread implementation of AI 
and ML in practice and pinpoint strategies for overcoming them.
 
-  investigate how AI and ML can aid in decreasing carbon footprints and optimizing resources 
for sustainable long-term development.

This review offers a thorough and detailed examination of the effects of AI and ML on energy 
efficiency,  considering  the  interconnected  energy and climate factors associated  with  these 
digital technologies. In contrast to earlier studies, this review centers on a detailed evaluation of 
technological obstacles and creative solutions, and it delineates pathways for future investigation. 
The results are intended to enhance the understanding of both the scientific community and 
practitioners engaged in the areas of sustainable development and energy management.

7.3 Methodology and Recommendation

AI techniques, particularly machine learning, have been utilized to examine satellite imagery 
and sensor data for the purposes of monitoring deforestation, land use changes, and biodiversity 
loss, thus facilitating more effective conservation efforts. Nonetheless, the implementation of 
AI in sustainability practices is accompanied by a number of challenges. A primary concern 
is the transparency and interpretability of AI models, which are  frequently  perceived  as 
“black boxes.  “ This lack of transparency  may  impede  trust and the  acceptance  of AI 
solutions in crucial domains  such as environmental policy and public decision-making. 
Furthermore, the  substantial  computational  requirements  of AI models,  especially  in deep 
learning, raise apprehensions regarding their energy consumption and carbon footprint, which 
could, paradoxically, lead to environmental degradation if not adequately managed. Finally, the 
ethical ramifications of sustainability are increasingly being addressed in the literature, with 
scholars highlighting the necessity for responsible AI development that emphasizes fairness, 
accountability, and inclusivity. As the domain continues to progress, it is vital to tackle these 
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challenges through interdisciplinary research that merges technological innovation with ethical 
and sustainable practices.

The dynamic interaction between humans and machines has transformed the division 
of labor, with artificial intelligence (AI) playing a decisive role. It is important for AI 
implementation to allocate monotonous tasks to machines and technological systems, while 
reserving creative endeavors for human beings (Jarrahi, 2018). The implications of AI in 
organizational settings bring forth both advantages and disadvantages. To ensure responsible 
AI deployment, it is essential to address ethical concerns proactively. As a result, rules and 
legislation must be improved to protect organisations’ and their employees’ welfare from any 
potential repercussion associated with the deployment of AI (Brendel et al., 2021).

Statistical methods,  including regression analysis and correlation analysis, are utilized 
to investigate the relationship between AI adoption and job performance metrics. By measuring the 
statistical significance of these relationships, this analysis seeks to  uncover  patterns and 
trends that  clarify  the impact of AI integration on organizational outcomes.  In addition to 
quantitative analysis, this study undertakes a qualitative examination of case studies and expert 
interviews to offer nuanced insights into the mechanisms and implications of AI empowerment 
in the workplace.  Case studies are chosen from prominent  organizations  recognized  for 
their innovative application of AI technologies aimed at  enhancing  job performance. These 
cases are analysed  thoroughly  to identify best practices, challenges, and lessons learned 
in the implementation of AI solutions. 

In the realm of carbon emissions calculation tools, a deep study reveals a diverse landscape 
that matches different preferences and study requirements. The first crucial distinction lies in 
the environment within which each tool operates: whether integrated into a Python script or 
accessible online. A meticulously organized Table 2.1 catalogs the surveyed tools, delineating 
them based on their respective environments. The primary divergence stems from whether 
the analysis is conducted in real-time, as is the case with Python libraries, or post-execution, 
characteristic of online tools. Regardless of the programming language being used, online 
tools may be utilized without changing the code. Python libraries provide measurements of the 
consumption of various parts of the script but clearly can only be used in 

Python programming.

Python Libraries Online Tools
Code Carbon

Green AlgorithmsCarbon tracker
Eco2AI

Experiment impact tracker
ML Co2 ImpactCumulator

Energy usage

Table 2.1: Commonly used carbon tracking tools available for online estimation 
afterward or at runtime in Python scripting.

 
	 The method used for this literature review was created to thoroughly examine existing 
studies on the use of artificial intelligence and machine learning techniques within the realm of 
energy efficiency and their effects on climate change. The main objective is to pinpoint trends 
and obstacles  in the deployment of these technologies and predict  their future  influence on 
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climate change. 
A systematic methodology  is  applied  to  highlight  the  clarity  and  replicability  of 

the  findings.  The literature search  took  place  using the Scopus database, which includes 
a  wide  array  of peer-reviewed scientific articles and patents.  The  purpose  was to gather a 
diverse range of research across  various  fields and disciplines. Key  phrases  pertinent  to 
the research inquiries were utilized to formulate  the search  approach.  The logical search 
string was  developed  as follows: TITLE-ABS-KEY ((“artificial intelligence” OR “machine 
learning”) AND “energy efficiency” AND “climate change”) AND PUBYEAR AFT 2010 
AND PUBYEAR BEF 2025. This search string was crafted to encompass both foundational 
and contemporary publications from 2010 to 2024, focusing on identifying overlaps between 
energy efficiency and climate solutions via AI and ML. The terms employed in this literature 
review were meticulously chosen to guarantee both the thoroughness and significance of the 
documents concerning  the study’s aims and primary research questions. The search yielded 
237 pertinent papers and 388 patents. 

More than 60% of the documents were published in the previous two years (2023–2024), 
indicating an  increasing  interest in the  subject. This upward  trend is also observable in the 
industry, with 243 patents registered in the last three years (2022–2024), accounting for 63% of 
the total over the fourteen-year span. The growing number of patents is evident, with 59 filed 
in 2022, 85 in 2023, and 99 patents filed in 2024 (as of 16 October). The resulting review data 
were organized into significant categories, including industries, geographic distribution, and 
types of research documents. 

Figure 1 displays the yearly distribution of published papers (as of 16 October 2024), 
showcasing trends and research activity over time. Source: Scopus Analytics.

Documents  categorized  by types, Article Conference Paper Review Book Chapter 
Conference Review, Book, Editorial Figure 3. Distribution of documents by countries. Source: 
compiled by authors. Figure 4 depicts  the distribution of documents by types, showing that 
articles and conference publications make up more than 80% of the total, with articles taking the 
largest portion (Source: Scopus Analytics). Energies 2024, 17, x FOR PEER REVIEW 5 of 38 Figure 
3 displays the number of articles released by researchers from different countries, emphasizing the 
geographic diversity and concentration of research  activities,  especially  in China, India, 
the UK,  and the US (Source: Scopus Analytics).  Figure 3.  Distribution of documents by 
countries.  Source: compiled by authors.  Figure 4  depicts  the distribution of documents by 
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types, showing that articles and conference publications make up more than 80% of the total, 
with articles taking the largest portion (Source: Scopus Analytics).

A  methodical  approach was  utilized  to  guarantee  thorough  coverage of the  area. The 
selection  procedure  adhered  to  the methodology  described and complied with the 
guidelines established in ensuring clarity and precision. Publications were assessed utilizing a 
3-point quality scoring system to evaluate relevance and validity (refer to Table 1).  Each study 
was examined based on various criteria, including innovation, practical application 0 5 10 15 
20 25 30 35 Documents 46% 35% 11% 6% 2% Documents by types Article Conference Paper 
Review Book Chapter Conference Review, Book, Editorial Figure 4. Distribution of documents 
by types.  Source: compiled by authors.  A  methodical  approach was utilized to guarantee 
thorough coverage of the area. The selection procedure adhered to the methodology described 
and  complied  with  the guidelines  established, ensuring clarity and precision.  Publications 
were  assessed  utilizing  a 3-point quality scoring system to  evaluate  relevance and validity 
(refer to Table 1). Each study was examined based on various criteria, including innovation, 
practical application and strength of evidence. The systematic review method advocated was 
implemented to guarantee the clarity and reproducibility of the findings.

This research examined four essential questions concerning the use of AI and ML in energy 
efficiency. These evaluative  inquiries  (refer  to Table 1)  aided  in  an  extensive  evaluation of 
the research outcomes while maintaining the  standards  of relevance and  impartiality.  As 
a result, this methodology facilitated detailed  analysis and the  recognition  of the 
most  critical  areas for additional investigation. One of the main obstacles in the ongoing 
energy transition is achieving decarbonization  via  the  incorporation  of renewable energy 
sources (RESs), including solar, wind, and geothermal energy. For example, the adoption of 
smart grids  featuring AI can  improve  the  reliability  of energy systems and  reduce  energy 
losses  by  enabling  more  precise  forecasting and resource management.  Artificial 
intelligence (AI)  is  vital  for  overseeing  energy  usage, optimizing energy systems, 
and  decreasing  CO2 emissions.  The  application  of machine learning and big data 
analytics allows for real-time forecasts of energy consumption, enhances the energy efficiency 
of industrial  procedures,  and  lowers  the overall carbon footprint.  This is especially 
pertinent  for the electronics industry, where  refining  energy management can lead to 
substantial emissions reductions.
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7.4 Challenges and Considerations

The  proposed  position  at the  convergence  of sustainability and artificial intelligence 
(AI)  seeks  to  devise  and  execute  innovative AI-driven solutions that substantially aid in 
addressing global environmental challenges. This chapter will emphasize the utilization of AI 
technologies,  encompassing  machine learning, deep learning, and advanced data analytics, 
to  improve  the efficiency and effectiveness of sustainability initiatives across diverse 
sectors. The  primary  aim  is to  construct  AI models that optimize resource consumption, 
minimize environmental repercussions, and facilitate the transition to a low-carbon economy. 
Within  the energy sector, the  intended  work will  encompass  the  creation  of AI algorithms 
for smart grid optimization allowing for more effective  energy distribution and utilization 
while accommodating renewable energy sources such as solar and wind power. These AI-driven 
models will accurately forecast energy demand and production, enhancing the equilibrium of 
supply and demand and decreasing dependence  on fossil fuels.  Furthermore, the project 
will investigate the application of AI in augmenting the efficiency of energy storage systems, 
which are vital for stabilizing the grid as the portion of renewable energy rises.

The research will also  explore  the  utilization  of AI in waste management, where 
predictive models will be developed to anticipate waste generation patterns, enhance recycling 
processes, and  facilitate  the  establishment  of circular economies.  By  incorporating AI into 
waste management systems, the proposed work seeks to diminish waste, encourage resource 
recovery, and lessen landfill use. Another significant area of concentration is the application 
of AI in urban planning and smart cities. The proposed work will entail  the creation of AI-
driven tools for designing energy-efficient buildings, optimizing transportation networks, 
and managing urban resources  in a  more  sustainable manner.  These AI models will 
be  employed  to simulate various  urban development scenarios,  allowing  city planners to 
make data-informed decisions that mitigate environmental impacts and  improve  the quality 
of life for urban  inhabitants.  The study will also  integrate  ethical considerations into the 
design and implementation of AI systems,  emphasizing  transparency, accountability, 
and inclusivity.  This  encompasses  the  development of  frameworks for responsible 
AI  utilization  that  avert  algorithmic biases and  guarantee  equitable access to AI-driven 
sustainability solutions across diverse regions and communities.

The recommended  endeavor  will  encompass  interdisciplinary research that 
amalgamates  insights from environmental science,  artificial intelligence, ethics, and policy 
studies to formulate comprehensive solutions that address both the prospects and challenges 
at the convergence of AI and sustainability. Through the execution of case studies and pilot 
projects in varied environments, the initiative seeks to illustrate the practical applications of 
AI in promoting sustainability, while simultaneously identifying possible risks and strategies 
for mitigation. The results of this research will aid in the formulation of guidelines and best 
practices for the responsible  implementation  of AI in sustainability initiatives, ensuring 
that AI technologies are  utilized  effectively to  attain  enduring  environmental and social 
advantages. Ultimately, the proposed undertaking aspires to position AI as a crucial instrument in 
the collective endeavour to combat climate change, safeguard natural resources, and cultivate a 
more sustainable and equitable future.

Embracing the integration of artificial intelligence in the workplace is not devoid of its 
challenges and considerations.  One of the  primary  challenges is the ethical implications 
associated  with  AI-driven  decision-making.  Algorithmic  bias, whether  inadvertent  or 
systemic,  has  the  ability to sustain  inequalities and  intensify  societal biases.  Ensuring 
fairness, transparency, and accountability  within AI systems is  crucial  in order  to mitigate 
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these risks and uphold ethical standards.  Privacy concerns also significantly  arise  in 
the  age  of AI empowerment.  The  expansion  of data collection and analysis prompts 
inquiries regarding the safeguarding of personal information and the potential for misuse or 
unauthorized access. Organizations must prioritize the implementation of data security and privacy 
measures to protect sensitive information and maintain trust with stakeholders. Furthermore, the 
rapid rate of technological advancement necessitates the continuous upskilling and reskilling of 
the workforce. As AI automates routine tasks, employees are required to develop new skills and 
competencies to remain relevant in the changing job market. Investing in training programs and 
lifelong learning initiatives is vital to empower workers and facilitate a seamless transition to an AI-
enabled workforce. Interdisciplinary collaboration presents another key consideration in efforts 
towards AI integration. Effective deployment of AI necessitates cooperation among diverse 
stakeholders, including data scientists, domain experts, policymakers, and end-users. 
Promoting  interdisciplinary dialogue and knowledge sharing is essential  for  harnessing  the 
full potential of AI technologies and tackling complex challenges from various perspectives. 
Moreover, regulatory compliance  presents  a  considerable  challenge  within  the adoption of 
AI solutions. As governments  globally  contend  with the ethical and legal  ramifications  of 
AI, organizations must navigate a  complicated  array  of regulations and standards. 
Adhering to data protection laws, industry regulations, and ethical guidelines is imperative in 
order to circumvent  legal liabilities and reputational  risks.  Beyond  external challenges, the 
organizational culture and mindset are pivotal in the successful integration of AI. Resistance 
to change,  anxiety  regarding  job displacement, and  insufficient  support  from key 
stakeholders can obstruct  the effective  implementation of AI initiatives. Fostering a culture 
of innovation, openness, and collaboration is vital to surmount these obstacles and nurture an 
environment conducive to AI empowerment. Addressing these challenges and considerations 
mandates  a  comprehensive  approach that  incorporates  technological, ethical, legal, and 
cultural dimensions.  By proactively  confronting  these challenges, organizations can unlock 
the transformative potential of AI and create a future where humans and machines collaborate 
harmoniously to achieve mutual objectives.

According to the  theory of  production function in economics, advancements 
in  technology  like  AI can  boost  productivity by  enhancing  the efficiency of  labor 
and capital.  AI applications  during  the upstream production process decrease 
resource  requirements,  improve  energy efficiency, and  reduce  production side 
ECE. AI  allows companies  to utilize  tools  such as data analysis, predictive modelling, and 
automated controls to  accurately  manage  energy  usage  throughout  the entire production 
process (Ahmad et al.  , 2021).  Building upon the previous theoretical analysis, this study 
seeks to investigate the connection between the advancement of AI technology and  
concealed  carbon emissions from both production and consumption perspectives. 
Regarding  model specification, the Hausman test is used to evaluate the suitability of 
applying a fixed effects model compared to a random effects model. The findings of the test 
reject the null hypothesis at the 1% significance level,  suggesting  that the fixed effects 
model is more appropriate. Utilizing the theoretical analysis and model (1), we apply a fixed 
effects model to analyse the effect of AI development levels on ECE in both production and 
consumption aspects.

Despite advancements in AI applications, the prediction of energy efficiency at the city 
level remains insufficiently explored, particularly regarding the interactions among various 
spatial functions and climate scenarios. Modern research indicates that machine learning (ML) 
and artificial intelligence (AI) can significantly enhance energy consumption management and 
reduce the carbon footprint of buildings. For instance, in smart and energy-efficient buildings 
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(SEEs), ML-based control systems allow thermal comfort and energy consumption to be 
effectively balanced. Prediction models utilizing ML and genetic algorithms can improve the 
energy efficiency of existing buildings by analyzing historical data, including considering 
climate change forecasting. Additionally, the application of multi-criteria optimization 
techniques for assessing the thermal performance of buildings further underscores the critical 
role of AI in adapting structures to shifting climatic conditions. 

7.5.Findings and Outcomes

The  proposed  position  at the  convergence  of sustainability and artificial intelligence 
(AI)  seeks  to  devise  and  execute  innovative AI-driven solutions that substantially aid 
in addressing global environmental challenges.  This research study will emphasize 
the utilization of AI technologies, encompassing machine learning, deep learning, and advanced 
data analytics, to improve the efficiency and effectiveness of sustainability initiatives across 
diverse sectors. The primary aim is to construct AI models that optimize resource consumption, 
minimize environmental repercussions, and facilitate the transition to a low-carbon economy. 
Within  the energy sector, the  intended  work will  encompass  the  creation  of AI algorithms 
for smart grid optimization allowing for more effective  energy distribution and utilization 
while accommodating renewable energy sources such as solar and wind power. These AI-driven 
models will accurately forecast energy demand and production, enhancing the equilibrium of 
supply and demand and decreasing dependence  on fossil fuels.  Furthermore, the project 
will investigate the application of AI in augmenting the efficiency of energy storage systems, 
which are vital for stabilizing the grid as the portion of renewable energy rises.

The research will also  explore  the  utilization  of AI in waste management, where 
predictive models will be developed to anticipate waste generation patterns, enhance recycling 
processes, and facilitate the establishment of circular economies. By incorporating AI into waste 
management systems, the proposed work seeks to diminish waste, encourage resource recovery, 
and  lessen  landfill use. Another  significant area of concentration  is the application of AI in 
urban planning and smart cities. The proposed work will entail the creation of AI-driven tools 
for designing energy-efficient buildings, optimizing transportation networks, and managing 
urban resources in a more sustainable manner. These AI models will be employed to simulate 
various urban development scenarios, allowing city planners to make data-informed decisions 
that mitigate environmental impacts and improve the quality of life for urban inhabitants. The 
study will also integrate ethical considerations into the design and implementation of AI systems, 
emphasizing transparency, accountability, and inclusivity. This encompasses the development 
of frameworks for responsible AI utilization that avert algorithmic biases and guarantee equitable 
access to AI-driven sustainability solutions across diverse regions and communities.

The integration of carbon emissions as a metric in machine learning is a relatively new 
concept. Nowadays, a predominant focus in research lies in achieving high-performance levels 
without taking computational efficiency into account. This neglect could be attributed to the 
lack of familiarity with existing approaches to evaluate energy consumption in this domain.

7.6.Conclusions and Looking Forward

The  incorporation  of artificial intelligence (AI) into job performance signifies a 
fundamental shift with  extensive  implications for organizations, industries, and society at 
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large. Through an in-depth investigation of AI empowerment, this research has revealed the 
transformative  capabilities,  obstacles, and future  possibilities  of AI  incorporation  in the 
workplace. AI empowerment presents significant opportunities for transforming job performance 
across various sectors. 

By utilizing sophisticated algorithms, machine learning methodologies, and big data an-
alytics, organizations are able to optimize operations, automate duties, and uncover valuable 
insights to  enhance  productivity, efficiency, and innovation.  The  collaborative  relationship 
between humans and AI promotes a more dynamic and flexible workforce, wherein each par-
ty enhances the other’s strengths to achieve remarkable levels of performance and success. 

Nonetheless, AI integration also introduces challenges and considerations that must be 
addressed proactively to fully leverage  its potential. Ethical  issues  related  to bias, transpar-
ency, and accountability in AI-driven decision-making prompt crucial inquiries regarding the 
responsible use of AI technologies. Concerns regarding privacy, adherence to regulations, and 
the necessity for workforce upskilling further highlight the intricacies of AI integration initia-
tives. Tackling these challenges necessitates a comprehensive approach that includes techno-
logical, ethical, legal, and cultural aspects.

AI has the potential to both help and harm the environment, and it is crucial to focus on 
sustainable AI practices throughout the lifecycle of AI. While deep learning may be necessary 
for some specific tasks, simpler machine learning algorithms can often achieve similar results 
with less computational power and energy, making them more environmentally responsible.

The research concentrated on organizing the current scientific literature to pinpoint sig-
nificant shared themes and patterns in the utilization of AI and ML tools to enhance energy 
efficiency across various sectors and nations, specifically targeting climate issues, such as min-
imizing carbon emissions and optimizing resource utilization. This literature survey emphasiz-
es notable advancements in the use of artificial intelligence (AI) and machine learning (ML) 
methods designed to improve energy efficiency and tackle climate change challenges. The lit-
erature review conducted enables us to draw multiple conclusions regarding the function and 
potential of AI and ML in boosting energy efficiency and confronting climate challenges. Fu-
ture  investigations into  the usage of artificial intelligence and machine learning for  improv-
ing energy efficiency require a comprehensive strategy focused on creating technological solu-
tions, enhancing the sustainability of energy systems, and taking socio-economic factors into 
account. Essential priorities for the research community in the upcoming years should involve 
integrating renewable energy sources, enhancing system reliability and cybersecurity, and de-
creasing the carbon footprint of AI technologies.

7.6.1 The Benefits of AI for Sustainability are not guaranteed

International researchers investigate how AI and broader digitalization might affect the 
future of greenhouse gas emissions. Together, we outlined three potential scenarios. In the ini-
tial  scenario that we  envisioned, AI and other digital technologies would boost econom-
ic productivity but also raise energy demand and resource usage, resulting in an increase in 
greenhouse gas emissions. This is clearly not a sustainable or preferable course. In the second 
scenario, AI and other digital technologies hasten the  implementation  of renewable energy 
and enhance efficiency while preventing overconsumption, but with  limited human agency. 
This results in a reduction of greenhouse gas emissions but leads to unsustainable social out-
comes. In the third scenario, AI technologies are utilized efficiently and effectively under trust-
ed governance, empowering individuals and speeding up decarbonization. This represents a 
sustainable path that AI can assist the world in achieving. To leverage AI’s potential for guid-
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ing the world toward a genuinely sustainable path, intentional efforts are necessary to establish 
the conditions required for success. So, let’s conclude by detailing the enabling conditions nec-
essary for achievement.

7.6.2 What’s Needed to Unlock AI’s Potential for Sustainability

Let me conclude this research study by guiding you through the five essential enabling 
conditions that are necessary to unleash AI’s full capability for sustainability. These were pin-
pointed in partnership with sustainability researchers and practitioners with extensive experi-
ence in the domain

We require increased investment in AI for sustainability, which entails offering financial 
incentives, generating opportunities for AI research cantered on sustainability, and establish-
ing collaborations between AI and sustainability specialists

1. We need to increased investment in AI for sustainability, which includes pro-
viding financial incentives, creating opportunities for AI research-focused on sustain-
ability and fostering partnerships between AI and sustainability experts.

2. We  require  further  development of inclusive digital and data infrastructure. 
This necessitates investing in bridging crucial data gaps, especially in underrepresent-
ed areas of the globe.

3. We  must  minimize  resource  utilization  and  emphasize  renewable resourc-
es. As  demand for AI  escalates,  reducing  the resource footprint of AI  activities  be-
comes vital. Prioritizing zero-carbon energy sources in AI infrastructure and operations 
is crucial for mitigating the environmental footprint associated with developing and op-
erating AI models. 

4. We must advance AI policy principles and governance. Establishing solid pol-
icy principles and governance frameworks for AI in sustainability is critical. Policies 
are necessary to facilitate the transition to carbon-free electricity grids, and the assimi-
lation of AI into current sustainability structures.

5. We need to strengthen workplace capacity to utilize AI for sustainability. Un-
locking AI’s potential for sustainability will depend on a workforce capable of utiliz-
ing AI tools. This involves creating educational  and training pathways  that  empow-
er the sustainability workforce with the skills and knowledge to employ AI proficiently.

With these five essential conditions established, AI has the potential to be the transfor-
mative force we require  to  implement sustainability solutions more swiftly, cost-effectively, 
and efficiently. Consider how you might develop AI  capabilities  for sustainability and  re-
flect on what actions you or your organization can take to foster the broader enabling condi-
tions necessary for AI to assist the world in advancing towards sustainability. 

The timeframe for transitioning to global sustainability is diminishing. Thankfully, the 
expanding AI toolkit offers a remarkable chance to instigate change at the speed necessary to 
meet our international sustainability objectives. In summary, as an advancing technology, AI 
is still in its inception. However, there are several use cases that demonstrate its effectiveness 
in helping companies decarbonize to achieve their Net Zero goals. However, this can only be 
achieved if we, as a collective society, concentrate on creating the enabling conditions for suc-
cess. Together, we can accomplish this.
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Abstract

Autonomous AI agents represent an innovative advancement in artificial intelligence, 
transitioning from AI copilots and assistants reliant on human input to independent operators. 
The reasoning capabilities of large language models enable agents to develop strategies, plan 
and then execute tasks autonomously to achieve high-level goals. When finding problems, 
they can solve them automatically by utilizing resources such as the Internet, numerous data 
sources and specialized applications, such as delegating tasks to other specialized AI agents. 
They independently research problems and adapt without human oversight, presenting 
transformative potential for Sustainable Development Goals (SDGs) through scalable solutions 
to global challenges. The autonomous application of AI potentially improves many areas 
such as water management, agriculture, and biodiversity conservation, thereby optimizing 
decision-making processes for greater efficiency. Agentic AI possesses the capability to 
analyze extensive datasets, systematically identify gaps in sustainability efforts, and model 
potential intervention outcomes. This analytical capacity directly aligns with the goals of 
environmental conservation, resource efficiency, and equitable access to essential services. 
However, challenges, including environmental costs, energy consumption, and algorithmic 
biases, threaten fairness and inclusivity, which are important for realizing AI agents’ potential 
for achieving the goals. Establishing robust ethical frameworks is essential for guiding the 
deployment of AI agents, ensuring transparency and accountability. By embedding principles 
of fairness and inclusivity, autonomous AI agents can facilitate responsible advancements 
toward the Sustainable Development Goals.

Keywords: AI Agents, Sustainability, SDG, Ethical, multi-agent, agentic AI, opportunities;
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8.1. Introduction

AI has evolved from a niche field into a transformative force across all aspects of life 
including healthcare, finance, and education. In 2023, researchers identified over 600 AI 
solutions advancing the 17 UN Sustainable Development Goals (SDGs), with 492 already 
deployed, evidence of AI’s growing role in global sustainability (Bankhwal et al., 2024). The 
most significant impact was observed in SDG 3 (Good Health and Well-being), with 165 
AI-enabled healthcare use cases identified, with 128 active deployments, reinforcing AI’s 
transformative potential in early disease detection, predictive diagnostics, and telemedicine 
solutions (Bankhwal et al., 2024; Gosselink et al., 2024). AI-driven predictive healthcare models 
improve diagnostics and patient outcomes, while real-time monitoring systems enhance disease 
surveillance and response capabilities (see Appendix A). AI agents (agentic AI/multi-agents) 
operate autonomously, perceiving environments, learning from real-time data, and executing 
tasks with minimal oversight.

Figure 1: Progression towards AI Agents
Note. Source: Researcher

Utilising advancements (Figure 1) such as large language models (with human-like 
reasoning), natural language processing (NLP) and reinforcement learning AI Agents interpret 
human language, adapt to dynamic inputs, and take on unclear goals by researching, planning 
and delegating tasks (Gosselink et al., 2024; Mollick et al., 2024; Wang et al., 2023). 



147

Figure 2: AI Agent: Inputs and Interactions
Note. Source: Researcher

Figure 2 illustrates some key inputs and interactions related to an AI Agent, highlighting 
its ability to autonomously process multimodal inputs, integrate structured and unstructured 
datasets, and respond to real-time data streams. They integrate with third-party applications, 
cloud services, and specialized AI Agents (via marketplaces), enabling interoperable digital 
ecosystems (Mollick et al., 2024). AI Agents, act as virtual teams that extend human capabilities, 
autonomously process vast data, apply reasoning, and generate predictive insights to support 
SDG interventions. Due to the LLM context size, AI limits the storage and memory of the AI 
Agents. This leads to specialist AI Agents, who have specific skills and memory that they can 
access, like human expert team members (Wang et al., 2023). They are coordinated by a team 
leader (Generalist/Proxy AI Agent) who orchestrates, communicates and reviews all work.

Despite technological advancements, only 17% of SDG targets are on track, while 80% 
have stalled or regressed, largely due to resource limitations, slow policy adaptation, and 
insufficient data-driven decision-making (Gosselink et al., 2024; United Nations, 2024). 
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This chapter examines the technological and ethical dimensions of AI Agent deployment 
in SDGs, addressing the research question:

How can the operational, ethical, and governance challenges of deploying agentic AI for 
Sustainable Development Goals be effectively addressed?

AI Agents can drive sustainability efforts through automation, large-scale real-time 
analytics, human-like reasoning, and automated task creation and reviews. However, they 
face challenges such as bias, governance gaps, and rising resource demands. Addressing 
these requires a structured approach that ensures a balanced assessment of their potential and 
limitations in advancing a sustainable and equitable future.

8.2. Literature Review

AI Agents are increasingly recognized as tools in advancing the Sustainable Development 
Goals (SDGs), with abilities to automatically research a complex problem, weigh up nuanced 
options and then plan and delegate a set of tasks. However, their effectiveness depends on both 
technological advancements and frameworks that ensure ethical and transparent deployment 
and operations. This literature review systematically examines AI Agents’ functional 
capabilities and ethical considerations, highlighting their potential and limitations in addressing 
sustainability challenges.

AI Agents operate within an interconnected digital ecosystem (see Figure 2), integrating 
structured and unstructured data sources to facilitate scalable human-like decision-making and 
actions (Sandini et al., 2024; Zhou et al., 2023). 

AI Agents exhibit eight fundamental capabilities in SDG applications:

1.	 Perception and Social Processing

2.	 Explainable Cognitive Reasoning

3.	 Action and Execution

4.	 Adaptive Learning and Memory

5.	 Synergistic Collaboration and Coordination

6.	 Security and Compliance

7.	 Natural Language Processing and Communication

8.	 Integration and Implementation
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Figure 3: AI Agent Capabilities for SDG Advancement: Key Challenges and Consider-
ations

Note. Source: Researcher

• Perception and Social Processing – collects and processes real-time environmental data 
through IoT sensors, satellite feeds, and user interactions (Sandini et al., 2024). Barros et al. 
(2023) argue that neglecting social metrics can hinder organisations’ contributions to SDGs. 
AI Agents that lack awareness of rivalry and social cues struggle in competitive environments, 
which limits their effectiveness in contributing to SDG 9 and SDG 17. By integrating social 
interactions, these agents can better understand nuances, social influences, political lobbying 
pressures and hidden agendas. This enhancement fosters inclusive and resilient geopolitical 
partnerships.

• Explainable Cognitive Reasoning – responsible for reasoning, planning, and decision-
making, is important for interpreting sustainability data correctly and optimising agentic AI-
driven SDG interventions (Ruan et al., 2023). Advancements in LLMs like GPT-4o further 
enhance AI agents’ ability to process unstructured data and generate adaptive solutions (Ruan 
et al., 2023). Newer models, exemplified by OpenAI o1 and DeepSeek R1, refine reasoning 
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by assessing feasibility prior to generating responses, thereby improving decision accuracy. 
This could address complex sustainability challenges, such as climate resilience (SDG 13) and 
resource efficiency (SDG 12), by identifying root causes of climate vulnerabilities and resource 
inefficiencies and predicting the consequences of actions and policies. 

However, as Sandini et al. (2024) observe, reliance on correlation-based analysis may 
obscure causal relationships, limiting AI’s ability to drive meaningful change. This underscores 
the need for explainable AI to improve transparency, trust, and accountability in high-stakes 
SDG applications, including healthcare equity (SDG 3) and sustainable urban planning (SDG 
11). Sastry et al. (2024) research found that as AI cognitive capabilities scale, the training of 
these systems often requires substantial computational resources, which in turn necessitates 
considerable energy usage. This aspect raises concerns about the environmental impact 
associated with the expansion of AI technologies, particularly in terms of their carbon footprint 
and overall sustainability (Ueda et al., 2024). However, DeepSeek R1 has proven that a highly 
capable open-source LLM with advanced reasoning can be built with fewer resources. 

• Action and Execution – Gronauer & Diepold (2022) research supports the execution 
of tasks or communication interventions (e.g., triggering alerts for disaster relief under SDG 
13). AI Agents can now use cognitive abilities to research a complex problem, figure out a 
plan, subdivide into tasks and test out different actions, expecting failure to occur to replan 
(Kim et al., 2024; Wang et al., 2023; Xu et al., 2023). However, Lawless (2024) highlights the 
importance of trust and safety, noting that public scepticism towards AI systems can hinder 
their effectiveness. Gronauer & Diepold (2022) point out difficulties in coordination among 
multiple AI agents, which can lead to inefficiencies in resource allocation during collaborative 
efforts, such as managing healthcare resources. At the same time, autonomous decision-making 
enables AI to act independently, though a lack of trust in full autonomy (Jannelli et al., 2024) 
necessitates human oversight. Sekiguchi & Ohsawa (2024) state that AI should only augment 
human capabilities, while Jannelli et al. (2024) argue that AI agents can autonomously make 
correct decisions without requiring human intervention. Kahungi (2023) warns that research 
from Africa shows that AI has been perpetuating bias due to the data available in systems, at 
scale this will become more prevalent, so AI Agent key decisions require human intervention 
and feedback (Figure 2).

• Adaptive Learning and Memory – responsible for refining performance over time, 
whether through reinforcement learning or historical data analysis. This adaptive capacity 
is important in settings like climate prediction, as AI Agents can automate climate model 
development and retune the model based on contextualised predictions based on past events or 
trends. Zhou et al. (2023)  highlight the need for agents to store and retrieve long-term memories 
and regularly update short-term working memories, fostering continuous improvement and 
allowing agents to adapt to new contexts. Gronauer & Diepold (2022) study on multi-agent 
reinforcement learning supports the idea of adaptive learning (Sandini et al., 2024). 

•  Proactive Behaviour and Anticipatory Action - support predictive interventions 
(Malmio, 2024) but can be constrained by psychological, cognitive, and ethical factors, limiting 
AI’s proactivity. 

• Synergistic Collaboration and Coordination – Masterman et al. (2024) research 
endorses agents that engage in collaborative human-machines decisions. For example, a 
generalist agent can orchestrate virtual worker agents (figure 2) focusing on community input 
and can share feedback with data analysis agents (specialists) to refine project strategies (for 
human feedback). However, Klieger et al. (2024) find that if agents do not clearly communicate 
roles or findings, confusion and ineffective feedback loops may arise in the decision-making 
process. Automated collaboration and coordination further enhance climate monitoring and 
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disaster response (Ziemba et al., 2024) by sharing responsibilities with specialised AI Agent 
experts, though it raises concerns over computational resource consumption and sustainability 
(Chaudhary, 2023).

• Security and Compliance – essential for data protection, privacy, and alignment with 
regulations like GDPR to protect people, communities and organisations.  Lawless (2024) 
stress the need for robust security measures to secure sensitive data and maintain public trust. 
(Chan et al., 2024) highlight the importance of transparency through activity logs and real-time 
monitoring yet warn that privacy concerns may conflict with detailed oversight. Sandini et al. 
(2024) note that rapid AI advancements may outpace the development of adequate privacy 
protections, raising concerns about effective responses to evolving threats. Similarly, over-
regulating AI could hinder technological progress Zhao & Gómez Fariñas (2023), though 
proper governance can ensure accountability.

• Natural Language Processing and Communication: This area facilitates human-AI 
interaction using mass personalisation, simplifying complex information in different languages. 
It supports the automated reporting and monitoring required by all SDGs.

• Integration and Implementation – AI Agent solutions require ethical safeguards, 
interoperability standards and regulatory alignment to ensure responsible integration within 
global technology eco-system (Kahungi, 2023; Malmio, 2024). Zhao & Gómez Fariñas 
(2023) note that over-regulation may discourage innovation, while insufficient oversight can 
compromise trust and ethical standards.

While these capabilities define AI agents’ core functions, their impact depends on real-
world implementation. The next section explores their applications across SDG domains, 
highlighting benefits and challenges.

8.2.1 Applications of AI Agents in Sustainable Development: Opportunities and Gaps

Environmental applications include autonomous systems that optimise energy grids, 
enhance climate modelling, and monitor resources through satellite imagery and automated 
spatial analytics, though current progress is limited (Akinboyewa et al., 2024; Fraisl, 2024). 
Meanwhile, in healthcare, AI serves primarily as assistive technology for predictive diagnostics 
and surgical procedures, with limited research on self-learning agents capable of independent 
interaction with patients and providers.

The socioeconomic impact of AI Agents extends to poverty reduction and financial 
inclusion by efficiently allocating resources to vulnerable populations, though most systems 
remain rule-based rather than truly autonomous (Diener & Špaček, 2021). 
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Figure 4: Example of how AI Agents can be applied to work on SDG problems
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Figure 4 shows how AI Agents can take a problem, break this into a query and develop a 
plan and set of required tasks (Wang et al., 2023), aligning with agreed governance rules. Some 
of the tasks are independent so can be worked on in parallel (Kim et al., 2024; Wang et al., 
2023), whereas others will be dependent on either a task to be completed or data or service to 
become available. If a task is not possible to be completed (such as satellite data not available), 
alternative tools and approaches will be taken to solve the task (Kim et al., 2024), otherwise as 
is the case with complex SDG-related problems, if the plan is not possible, alternative strategies 
will be automatically replanned (Xu et al., 2023). This capability to replan, when faced with 
failures, allows AI Agents to keep trying alternative unknown approaches (for a solution) 
using available and approved resources, without having a final clear direction. Finally, once 
the tasks are all successfully passing evaluations (including compliance with necessary rules 
and regulations), the problem would have been addressed with multiple solutions and actions 
completed. The approach can be implemented in open-source platforms that allow the creation 
of AI Agents, such as LangGraph, Crew AI and Microsoft AutoGen.

However, significant challenges persist, including algorithmic bias, decision opacity, and 
infrastructure limitations in resource-constrained regions (Bankhwal et al., 2024; Kahungi, 
2023), which must be addressed through robust governance frameworks to ensure scalable 
automated AI Agent deployment doesn’t exacerbate existing inequalities. Without proper 
research and oversight, these powerful tools risk reinforcing systemic problems rather than 
solving them.

8.3. Research Methodology 

8.3.1 Methodology/Framework

This section outlines the methodologies employed to investigate the role of AI agents 
in advancing the Sustainable Development Goals (SDGs), combining both the quantitative 
survey and the literature review components.

8.3.2 Data Collection

The research utilized a two-pronged approach for data collection: a literature review and 
a quantitative survey.

Literature Review: A systematic search was conducted using Google Scholar to identify 
relevant open-access academic articles focused on AI agents and their contributions to the 
SDGs. The search criteria focused on literature published from 2023 onward. This time frame 
was chosen due to the emergence of advanced large language models that exhibit enhanced 
reasoning capabilities and can effectively process multimodal content (see figures 1 and 2).

   The Google Scholar search results revealed a total of 69,500 papers using the term “AI 
and SDG” so this was refined (Appendix B), see below:

-chatbot -conversational -”autonomous driving” “SDG” AND (“ai agent” OR 
“autonomous agent” OR “autonomous ai” OR “automated AI” OR “multiagent”)

This search term provided 400 results (between 2023 and 2024), which were manually 
selected and limited to open-access publications.

   The inclusion criteria focused on scholarly, peer-reviewed open-access publications 
published in English between 2023 and 2024 that explicitly connected AI agents to sustainable 
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development. The exclusion criteria eliminated studies unrelated to sustainability, including 
those focused on topics like autonomous driving or conversational chatbots, which were not 
the focus of this research.

Quantitative Survey: A structured questionnaire was designed and distributed 
electronically to a targeted sample of 384 individuals, including AI professionals, sustainability 
practitioners, business professionals, and students. The aim was to capture a diverse range of 
insights regarding their perceptions of AI agents within sustainability contexts, producing 316 
valid responses from 48 countries.

   The survey asked 20 questions via a 7-point Likert scale to measure various dimensions, 
including respondents’ familiarity with AI agents, perceived effectiveness in addressing 
sustainability challenges, and ethical concerns associated with their potential implementation. 
Key themes explored included opinions on regulatory measures, equitable access to AI benefits, 
and the implications of multi-agent deployment on economic and social outcomes, all important 
in progressing SDGs.

8.3.3 Theoretical Framework

This research is anchored in the frameworks of responsible AI governance and Value-
Sensitive Design (VSD), which focuses on the need for fairness, accountability, and transparency 
in the deployment of AI technologies (Peters et al., 2020). Sastry et al. (2024) highlight the 
necessity of ethical governance frameworks in guiding AI applications to mitigate risks and 
progress AI benefits for sustainable development (see Appendix C).

The OECD’s Principles on Artificial Intelligence and Asilomar AI principles (Morandín-
Ahuerma, 2023) promote inclusive growth and sustainable development, focusing on AI’s 
benefits and safety for people and the planet. These principles stress the importance of 
accountability in AI systems to prevent worsening inequalities or creating ethical dilemmas 
(Chan et al., 2024), necessary for all SDGs.

8.3.4 Research Findings

This section presents the key insights derived from the literature and survey analysis, 
highlighting respondents’ attitudes, perceptions, and experiences regarding the role of AI Agents 
in sustainable development. The analysis is based on 316 anonymous responses (representing 
48 countries), all of which were voluntarily accepted to complete the survey.

Table 1: Top 10 highest responses by country

Rank Country Number of Responses
1 United Kingdom 50
2 United States of America 28
3 Canada 27
4 Australia 25
5 India 24
6 Saudi Arabia 17
7 Germany 12
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Rank Country Number of Responses
8 United Arab Emirates 9
9 Algeria 6
10 New Zealand 5

 This distribution demonstrates a notable skew toward English-speaking countries, with 
five of the top eight being primarily English-speaking nations. Saudi Arabia shows significant 
participation with 17 responses, making it the top Middle Eastern country represented.

Figure 5: Distribution of Responses for SDG related questions (AI Agents)

Table 2 provides insights based on the response pattern from Figure 5.

Table 2: Analysis of AI Agents and Sustainability Survey Responses

Finding Survey 
Statement Response Pattern Insight

Highest 
Agreement

AI agents that 
personalize education 

could improve learning

Large proportion 
of “Strongly 

Agree” responses 
with minimal 
disagreement

Respondents show strong 
confidence in AI Agents’ 

potential to enhance 
personalized education

Most Polarized 
View

It’s important to develop 
AI agents that monitor 

the environment, even if 
they use more energy

Relatively even 
distribution across 

all response 
categories

Divided opinions on the 
energy consumption vs. 

environmental monitoring 
trade-off
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Finding Survey 
Statement Response Pattern Insight

Strongest 
Disagreement

Independent AI agents 
can better solve 

complex problems 
like deforestation and 

pollution

Highest level 
of “Disagree” 
and “Strongly 

Disagree” 
responses

Skepticism about AI 
Agents independently 

solving complex 
environmental challenges

Ethical Trade-
off Recognition

Using AI agents to 
improve farming, 
even if it displaces 

some farmworkers, is 
necessary for long-term 

sustainability

Moderate 
agreement but 

significant 
disagreement

Recognition of the 
complex balance between 
agricultural productivity 

gains and potential 
farmworker displacement

Equity 
Concerns

The benefits of AI 
agents for sustainability 

need to be equal for 
everyone

Strong overall 
agreement

Respondents value the 
equitable distribution of 

sustainability benefits from 
AI Agents

Note. Source: Researcher

Figure 6: Correlation Matrix of AI Agents Survey Responses
Note. Source: Researcher

Below are the key insights found in the correlation matrix (Figure 6).



157

Table 3: Correlation analysis of the survey (AI Agents and Sustainable Development Goals)

Correlation C o r -
relation Description

Corporate Accountability 
& International Rules (r = 0.588)

Respondents who believe that companies making 
AI agents need to prove social and environmental 
benefits tend to also favour international regulations 
to ensure these agents are not used harmfully. This 
suggests a consistent view that both corporate practices 
and international oversight are key to responsible AI 
deployment, aligning with Peters et al. (2020).

Risk-Benefit Balance & 
Economic Priority (r = 0.567)

Participants who believe that the potential 
benefits of AI Agents for sustainability outweigh 
their risks are also inclined to prioritise economic 
growth. This indicates that for many, the economic 
opportunities provided align with a strong belief in 
its potential to contribute positively to sustainable 
development goals.

Corporate Accountability 
& Bias Concerns (r = 0.530)

There is a notable relationship showing that those 
who demand evidence of corporate accountability 
also worry about the risk of AI systems reinforcing 
biases. Concerns about bias call for companies to be 
more responsible in the development of AI Agents.

Job Displacement & Bias 
Concerns (r = 0.509)

The correlation suggests that those who are 
concerned about the potential job losses due to AI 
Agents also have significant worries about biases. 
This indicates an overall cautious outlook regarding 
the broader societal impacts of rapidly deploying AI 
solutions, aligning with Figure 7.

Note. Source: Researcher

Figure 7: Countries with Highest Ethical Concern Scores and Dominant Ethical Concern
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Note. Source: Researcher

Bias Concerns are the dominant ethical concern in 4 out of the 7 countries (Saudi Arabia, 
Germany, United States and United Kingdom). This indicates that respondents in these countries 
are particularly worried about AI systems reinforcing or amplifying biases, which could lead 
to unfair or discriminatory outcomes. India, Canada, and Australia stand out with Reduced 
Human Control as their dominant concern. This suggests that respondents in these countries 
are more concerned about AI systems making decisions without sufficient human oversight, 
potentially leading to a loss of control over critical processes (relevant to all SDGs).

Figure 8: Hexbin Density Plot: AI Regulation vs. Proof of Sustainability
Note. Source: Researcher

Individuals who support stronger AI regulations also tend to demand proof of AI’s 
sustainability benefits (r = 0.514). The regression line confirms this trend, showing that higher 
agreement with regulation correlates with greater expectations for corporate accountability, 
despite some variation in responses. These correlations show that while respondents see AI 
Agents as beneficial for sustainability, they also the need for accountability and safeguards to 
mitigate risks like bias and job displacement.

8.3.5  Access and Equity Issues

The survey findings revealed significant discrepancies in access to AI technologies, 
with respondents from developing regions expressing greater concerns about AI potentially 
exacerbating existing inequalities.
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Figure 9 below corroborated this by showing that respondents with lower economic 
circumstances reported higher anxiety regarding equitable access to AI Agent technologies, 
highlighting the necessity for inclusive initiatives that ensure accessibility to underprivileged 
communities.

Figure 9: Distribution of Equity Concerns by Economic Region
Note. Source: Researcher

This concern aligns closely with the broader literature (Dwivedi et al., 2021; Kahungi, 
2023) advocating for proactive policy measures that address equity issues, ensuring that AI 
Agents serve as a tool for empowerment rather than deepening socio-economic divides.

8.4. Challenges and Opportunities

Reaching the United Nations Sustainable Development Goals (SDGs) requires innovative 
solutions. Survey data indicate that increased familiarity with AI agents is associated with 
greater confidence in their effectiveness (r = 0.65). However, the academic literature on AI 
Agents and SDG applications remains sparse, and findings also reveal that stakeholders from 
developing regions express heightened concerns about equal access to such technologies. These 
gaps underscore the urgent need for further research and inclusive innovation.

8.4.1  Technical Complexity & Real-Time Integration

Developing large-scale multi-agent solutions requires thoughtful architecture and de-
sign that continuously process live data (e.g., social cues, sensor networks, satellite feeds), 
include timely human interactions/feedback and adapt to dynamic environmental and complex 
socio-economic conditions.
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8.4.2  Ethical, Environmental & Social Concerns

Survey findings reveal significant ethical apprehensions, with an average ethical concern 
score of 5.6 and strong correlations between accountability demands and worries about bias. 
High energy requirements, carbon footprints, and potential e-waste from continuous real-time 
processing present serious environmental challenges. Automation may lead to job displacement, 
underscoring the importance of proactive reskilling and social inclusion initiatives.  

8.4.3  System Robustness & Continuous Oversight

Ensuring stability in unpredictable, real-world environments remains challenging. Survey 
data indicate that continuous human auditing and interaction is important to quickly address 
issues and prevent cascading failures in globally inter-connected AI Agent solutions.

8.5 Opportunities

AI Agents can help address resource limitations and get the Sustainable Development 
Goals (SDGs) back on course. Currently, only 17% of the targets are on track but these 
technologies can optimise resource allocation, hire virtual workers, and assemble a team of 
specialised AI Agents to work on ongoing challenges and undetermined tasks. These agents can 
optimise sustainable logistics for responsible consumption (SDG 12) by continuously tracking 
inventory in real-time and eliminating waste across supply chains. For climate action (SDG 
13), AI Agents can enhance disaster preparedness through predictive analysis and can provide 
detailed emissions tracking, enabling precise environmental interventions and increased 
accountability.

In education (SDG 4), AI Agents can create personalised learning experiences that adapt 
to each student’s needs, making quality education accessible in remote areas. These adaptive 
systems can identify knowledge gaps, adjust difficulty levels automatically, and deliver 
customised feedback to bridge digital divides (Mollick et al., 2024). To maximise these benefits, 
open-source frameworks, ethical design principles, and trust-building initiatives can ensure AI 
deployments remain transparent and equitable while accelerating sustainable impact globally.

8.5.1  Ethical Framework for Scaling Agentic AI

 There is an opportunity for agentic AI to make further progress toward the SDGs on 
a global scale. Importantly, the solutions must operate with empathy and fairness, ensuring 
that benefits reach both developed and developing regions and include transparent, auditable 
decision processes. The following are the key focus areas that need to be considered together 
to support organisations implementing multi-agent solutions in progressing SDGs.
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Figure 10: Key Focus Areas related to Agentic AI: Governance, Deployment & Sustainable 
Impact

Note. Source: Researcher

Table 4: Strategic Actions and Considerations for Agentic AI Focus Areas

Key Focus Area Strategic Actions & Considerations

Vision and Strategic 
Alignment

Define a clear Multi-Agents vision for SDGs, aligning initiatives with 
corporate and public strategies. Engage stakeholders and provide 

training to ensure fair, ethical implementation.

SDG Challenge 
Definition & Dynamic 

Goal Setting

Identify global sustainability challenges and set real-time, adaptable 
KPIs for insights and goal-setting.

Data Integration 
& Infrastructure 

Development

Create a unified data ecosystem by integrating real-time and historical 
data from diverse sources. Develop scalable pipelines for continuous 

analysis and proactive decision-making.

Multi-Agent 
Architecture & 

Framework Selection

Design the enterprise architecture to integrate AI Agents’ perception, 
execution, and memory while embedding ethical human-in-the-loop 
oversight to maintain transparency, scalability, and responsible AI 

governance (Peters et al., 2020).
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Component Integration 
& Multi-Agent 
Collaboration

Foster collaboration among expert AI agents for scalable and resilient 
analysis. Understand service needs and potential AI Agent specialists 

which need to be approved.

Deployment, Human 
Oversight & Real-Time 

Monitoring

Deploy automated reasoning, planning and task assignment in event-
driven environments with clear human involvement. Use real-time 
monitoring and governance dashboards to track SDG progress and 

ensure transparency in decision-making.

Continuous Learning & 
Iterative Adaptation

Establish feedback loops for AI Agents’ learning and model 
refinement. Continuously update understandings and guardrails based 

on new data and evolving SDG objectives.

Impact Evaluation, 
Ethical Oversight & 

Governance

Evaluate agentic AI impact on SDG targets using quantitative and 
qualitative methods. Conduct ethical audits, implement governance 
structures, and maintain transparency in related actions. Understand 
which tasks must require greater visibility, control and transparency.

Note. Source: Researcher

Based on the insights gathered, this ethical framework (Figure 11) helps organizations 
deploy multi-agents for advancing SDG impact by aligning global challenges with varied 
aspects. It enables seamless data integration, adaptive architectures, and accountability. With 
human oversight, performance monitoring, and continuous learning, multi-agent AI-based 
solutions remain flexible and ethical. Impact evaluation and governance structures ensure 
transparency, driving responsible adoption for a sustainable and inclusive future.
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Figure 11: Agentic AI Ethical Framework
Note. Source: Researcher
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8.6 Conclusion and Recommendations

Achieving the UN SDGs demands adaptive solutions, and agentic AI offers a scalable 
approach through real-time perception, reasoning, action, and learning. Survey findings show 
AI Agents familiarity correlates with confidence (r = 0.65), though concerns persist around 
equity, complexity, and ethics, especially in resource-limited areas.

Challenges like bias, job displacement, and performance consistency require careful 
mitigation, yet real-time optimization, open-source frameworks, and ethical design offer viable 
solutions. The proposed Agentic AI Ethical Framework provides a guideline for transparent, 
equitable deployment, aligning solutions design with dynamic goal-setting, real-time data 
integration, and human-in-the-loop governance protocols to foster public trust.

With strong oversight, inclusive data practices, and collaborative planning, AI agents can 
accelerate global sustainability efforts, advancing the UN’s 2030 Agenda through responsible, 
impactful innovation.

8.6.1  Limitations of This Study

This study acknowledges several limitations. The focus on 2023–2024 research may not 
fully capture emerging trends in AI Agents. Sample bias could affect survey findings, as regional 
and professional perspectives might influence views on AI familiarity, ethics, and benefits. The 
rapidly evolving nature of AI technologies means the proposed Agentic AI Ethical Framework 
needs regular updates based on newer research. Additionally, the lack of longitudinal data 
limits understanding of short-term trends and the long-term effects on perceptions and 
implementation of AI. Future research should explore diverse cultural contexts, longitudinal 
effects, and evolving global standards.

8.6.2  Recommendations

To maximize the potential of AI Agents for sustainable development, adopting the 
Ethical Agentic AI framework is recommended, as it offers a structured method for planning 
and deploying these technologies. This includes establishing guidelines for fairness and 
accountability while engaging local communities to address specific risks. Creating inclusive 
data ecosystems that integrate various data sources and investing in energy-efficient 
technologies is important. Ensuring human-in-the-loop and related auditing in key decisions 
and using dashboards to monitor progress against Sustainable Development Goals (SDGs) 
will help maintain accountability. Enhancing education and capacity-building initiatives to 
improve AI literacy among policymakers and communities is important for equal benefits. 
More investigation is required regarding AI Agents and their relation to the SDGs, as this is 
a new field with significant potential. By implementing these strategies through the Ethical 
Agentic AI framework, organizations can effectively utilise AI Agents to advance the SDGs 
while promoting ethical practices.
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Abstract

AI is a transformative  technology that, when paired with human intelligence, can serve as the 
foundation of inclusive economic prosperity and sustainable development, rather than just an 
automation tool. As such, human-AI collaboration is essential for  designing responsible AI 
systems, maximizing resource efficiency, and guaranteeing access to AI-powered opportunities. 
AI-human synergy will  improve innovation, better decision-making and a more sustainable 
and inclusive economy. We explore the role of  AI in achieving the United Nations Sustainable 
Development Goals (SDGs), using case studies from smart cities, precision agriculture, green 
supply chains, AI-enabled financial inclusion and workforce augmentation. The conversation 
emphasizes the need for regulation, outlines ethical  dilemmas and discusses the environmental 
consequences of AI systems. It also examines how AI could be deployed responsibly to meet 
global challenges, lessen inequalities  and augment not replace humans workers. The chapter 
closes with policy recommendations and  a road map by which AI can inform a transition to 
sustainable business and economic models, as well as to ensure that benefits of AI are equitably 
shared across industries and communities.
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9.1 Introduction

Artificial Intelligence (AI) is emerging as one  of the most revolutionary technologies 
in the 21st century, with a profound impact on almost every industry and facet of human life. 
Generative AI is reshaping the economic landscape, driving innovations and  improvements in 
productivity, unlocking new businesses and economic models. 

AI offers a wide range of capabilities, from automation and predictive analytics to 
advanced decision-making and natural language processing, with implications for a spectrum  of 
fields from healthcare and finance to transportation and education. But AI’s implementation 
into  societies and economies is not without challenges. Despite the great strides AI has made, 
the adoption of its tech raises fundamental uncertainties about employment, ethical factors, 
privacy matters, and the digital divide, forcing for a more organized framework to manage the 
balance between technological  advancement and human well-being.

A COVID-19  article from MIT from July 2020 argued that shifts to homeworking could 
help to understand the future of globalization, and its implications for income inequality. AI-
powered automation may  take over in repeating tasks, but it opens doors for innovation, job 
evolution, and new sectors. 

Workplace  collaboration specifically between humans and AI is being recognised more 
and more as a way to optimize AI potential, ensuring that technology enhances rather than 
detracts from human capabilities. 

The  future of work will necessitate a collaboration between AI and human intellect, 
creating a framework in which AI enhances decision-making, streamlines monotony, and 
empowers humans to delve into strategic, innovative, and relational responsibilities.

Governments, enterprises and the academia are consistently pouring money into AI 
based research, and AI related development and policy frameworks to harness the best  AI 
technology can deliver while minimizing risks. Numerous countries  established AI strategies 
in order to safeguard inclusive economic growth and sustainable development. From AI-
enabled governance and policy-making to  environmental monitoring and resource utilization, 
the growing diversity of AI applications stresses both promise and pitfalls in its implementation. 

AI can process vast amounts of data and deliver actionable insights, making it a highly 
effective  tool for stimulating economic prosperity, enhancing public service efficiency, and 
addressing complex socio-economic challenges.

9.2 Heading Towards   Inclusive Growth with Human-AI Collaboration

✓ Human-AI collaboration  will be necessary to ensure that AI adoption leads to equitable 
economic growth. 

✓  AI  will not create a world where humans are irrelevant; it will enhance human 
strengths, drive productivity and create layers of opportunity. 

✓  A well-managed AI ecosystem creates jobs in emerging technologies, replicative 
jobs, it also drives economic inclusivity by integrating AI into  various sectors of the 
workforce.

The only other differentiators  while collaborating with humans are: 
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1. Increased Efficiency: By working together with humans, AI can offer redundant work 
to automate and share the load, enabling more time-efficient and high-level analytical 
work.

2. Job Creation and Skill Development: Automation will eliminate some tasks, but  it 
is also leading to an increase in hiring in many areas like AI professionals, data science, 
AI ethics, and so on. 

3. This means that governments and businesses must invest in upskilling and reskilling 
programs  to equip workers for the new job market.

4. Enhanced Decision Making: AI-powered analytics provide insights that enhance 
decision making  process in business, healthcare, governance, and finance industry.

5. Innovation & market expansion: From AI-led entrepreneurship, new industries such 
as AI-assisted healthcare, fintech and smart manufacturing will begin to grow, opening 
up more economic opportunities for companies and people.

To leverage AI for inclusive growth, all stakeholders must  prioritize AI literacy, 
workforce development, and ethical deployment.

Governments should enact and enforce policies that establish a framework for 
the responsible use of AI, with the end goal being to ensure that AI remains an asset that 
empowers,  not one that excludes.

9.3 How can AI address sustainability challenges and  support the UN 
Sustainable Development Goals (SDGs)?

From predicting tomorrow to reallocating resources or analyzing massive  datasets, the 
power of AI has proven its worth across industries ranging from energy to disaster management.

AI can be utilized for sustainability due to  the following reasons:
Artificial Intelligence (AI), when harnessed responsibly in collaboration with human 

expertise, has the potential to revolutionize industries, making them more sustainable, efficient, 
and equitable. By integrating AI into various sectors, we can drive transformative change while 
ensuring environmental stewardship.

A. Energy: Advancing Renewable Solutions
AI-driven smart grids and predictive analytics are optimizing renewable energy use 

by improving energy storage, forecasting supply and demand, and reducing transmission 
losses. Human intervention ensures ethical decision-making in energy distribution and 
policies, fostering global access to clean power.

B. Climate Action: Strengthening Environmental Monitoring
AI-powered climate modeling, satellite imaging, and carbon tracking systems allow 

for real-time monitoring of deforestation, biodiversity loss, and pollution. Scientists, 
policymakers, and environmentalists use these insights to develop proactive climate 
strategies, ensuring that data-driven decisions align with long-term sustainability goals.

C. Agriculture and Food Security: Sustainable Farming and Supply Chains
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AI is revolutionizing precision agriculture, using real-time weather predictions, soil 
analysis, and automated irrigation systems to maximize yield with minimal resource 
use. Additionally, AI-driven supply chain optimization reduces food waste, improves 
distribution networks, and ensures equitable access to food. Farmers and agribusinesses, 
in collaboration with AI, can work towards a climate-resilient agricultural system.

D. Urban Development: Creating Smarter, Greener Cities
AI-powered solutions in urban planning enhance traffic flow optimization, waste 

management automation, and energy-efficient infrastructure. By working alongside 
urban developers and governments, AI facilitates the creation of inclusive and climate-
friendly smart cities where sustainability and quality of life go hand in hand.

E. Manufacturing: Driving the Circular Economy
AI is accelerating the circular economy by reducing industrial waste, optimizing 

resource utilization, and supporting smart manufacturing processes. Predictive 
maintenance, AI-driven material recycling, and supply chain transparency contribute to 
reducing carbon footprints while improving operational efficiency.

F. Healthcare: Sustainable Health Solutions
AI enhances medical diagnostics, drug discovery, and remote healthcare solutions, 

reducing the need for physical infrastructure and extensive energy use. It also plays 
a crucial role in pandemic response planning and disease prevention, ensuring that 
healthcare is both accessible and environmentally sustainable.

G. Transportation and Mobility: Greener Travel
AI-powered autonomous vehicles, route optimization, and public transport 

improvements reduce fuel consumption and emissions. Human-AI collaboration in 
designing electric vehicle (EV) charging networks, smart logistics, and eco-friendly 
transportation systems is paving the way for a low-carbon mobility future.

H. Water Conservation and Ocean Sustainability
AI-driven water management systems help monitor leaks, reduce wastage, and ensure 

equitable distribution of clean water. In marine ecosystems, AI-powered ocean monitoring 
drones track pollution, illegal fishing, and coral reef health, supporting conservationists 
in their efforts to protect global water resources.

I. Financial Services: Sustainable Investments and Green Financing
AI-driven ESG (Environmental, Social, and Governance) analytics empower investors 

to make responsible decisions, funding sustainable businesses and green initiatives. 
AI also supports carbon footprint tracking in banking, ensuring financial growth aligns 

with environmental responsibility.

J. Education and Workforce Development: Upskilling for Sustainability
AI-driven personalized learning platforms provide access to sustainability education, 

equipping individuals with the skills needed for a green economy. By fostering AI-human 
partnerships in training and workforce development, industries can transition towards 
sustainable business models that benefit both people and the planet.
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9.4 Context: Local-Level (UAE) and Global-Level AI Adoption 

The UAE is a leading global player when it comes to AI adoption, as can be seen by the 
keen efforts to include AI into much of the economy and  governance. The UAE AI Strategy 
2031 — the framework for AI use in the UAE — aims to position the UAE as a leader in AI-
powered progression in areas such as healthcare, energy,  education and smart cities. 

Some focus areas are: 

•	Smart Dubai Initiative: AI will boost public service such as AI will help  to automate 
government services, 
•	AI-based urban planning, thus augmenting the effectiveness and citizen engagement. 
•	AI for optimizing Energy in a blended approach with simulation model  — DEWA | 
Dubai Electricity and Water Authority. 
•	AI in Healthcare: Using AI for predictive diagnostics and  telemedicine, the Ministry of 
Health and Prevention (MOHAP) works to better connect healthcare access and patient 
needs. 
•	AI adoption is being accelerated around the world,  across industries. Many countries 
including America, China and Germany have AI development framework which nurtures 
new innovations, while keeping  in mind the legal and ethical concerns. Multiple cases 
from around the world  exemplify how AI contributes to better governance, increased 
financial inclusion, and deeper industrial automation. 

For example: 

•	AI-driven Tesla AItomas Transportation: AI-powered self-driving automobiles are 
revolutionizing travel, making it safer  while minimizing our carbon footprint 
•	IBM Watson for Health: Providing AI-driven diagnostic and personalized treatment 
recommendations, IBM improves patient experience and global  healthcare provisioning. 
The Solution: Integrated, Ethical,  and Inclusive AI

A human-centered approach to AI deployment  is needed to ensure that AI contributes 
to inclusion and sustainable development. This requires the collaboration of policymakers, 
industry, and research institutions to develop ethical standards, regulatory policies, and the 
governance  of AI. 

The actionable steps to influence responsible AI adoption are:
1.	 Establishing AI Ethics Guidelines: The principles of AI systems must  be transparency, 

fairness, and accountability.
2.	 Regulating  the Impact of AI on Employment: Policies need to protect workers from 

displacement by AI,”
3.	 Increasing AI Literacy and Education: AI aspects should be made part of  the national 

curricula to prepare future generations for the AI economy.

9.4.1 Research Problem

The AI revolution around the world comes with a paradox: 
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While AI  can power inclusive economic growth, uncontrolled and unregulated 
implementation can deepen disparities for the following reasons: 

1. One of the factors to be addressed is that if AI and the  automation of intelligent 
labor will threaten you or people working in the industry as a whole

2. On the other hand, this also creates an AI-driven skills gap in many industries 
where employees are unable to transition into the new digital economy and the skills 
they require, a scenario that will potentially cause job losses and economic disparity

3. Automation’s adverse effects are disproportionately felt by low-skilled workers, 
exacerbating the socio-economic  divide and necessitating policy interventions and 
workforce reskilling initiatives to create an inclusive AI-enabled future.

4. Another aspect of AI deployment is that it doesn’t just focus on changing the 
workforce. Ethical concerns—such as data privacy, algorithmic bias, transparency, and 
accountability—remain major challenges. These issues have yet to be fully resolved.

5. Although AI has made extraordinary results in areas like  medical diagnostics, 
accounting, and the administration of governments, the use of AI in key areas of our 
lives without human oversight is likely to cause social biases and lead to discriminatory 
results. 

6. Ensuring that AI systems are developed and used with consideration to 
these concerns necessitates  appropriate legislation, cross-sector teamwork, and the 
incorporation of ethical AI values in the design and usage of AI systems.

7. Additionally, the environmental cost of AI represents  a major area for inquiry. 
AI’s acceleration can’t come without energy considerations: both by building more 
energy-efficient AI systems, and as part of environmental efforts that AI can contribute 
to. Research needs to  be continuously directed towards finding ways for AI to make 
energy consumption more efficient and reduce wastage, potentially aiding in the fight 
against climate change.

8. In addition to these challenges, the role of AI in closing global development  gaps 
is also a concern. While AI has the power to drive access to learning,  health care and 
financial services for underserved communities, its rollout invariably favors advanced 
economies that have the needed resources. 

9. There is an urgent business to tackle how AI can also become deployed and 
used in the emerging markets, so that innovation in AI does not further widen  the 
digital and economic gaps between people in the Industrialized world and the Emerging 
Markets, but rather forms an equitable part of the digital economy.

Against the backdrop of these struggles, this research will examine how AI systems and 
business models can promote inclusive growth, reduce socio-economic inequality, and how to 
ensure AI-driven innovation does not undermine long-term sustainability goals. The research 
will further analyze the regulatory and governance  frameworks needed to respond to AI’s 
ethical dilemmas and its environmental consequences.

9.4.2 Research Objectives

This research aims to:
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 Increase AI Role in Economic Expansion: Look into ways AI 
improves  Productivity, Business Innovation and Job Pavement Across Industries The 
research will assess the  impact of AI on sectors and evaluate the extent that AI-enabled 
advancements contribute towards a more economically inclusive society. 

 It will also examine the potential of AI to augment human capabilities, 
enable  hybrid work and redefine the nature of work itself.

 Discover AI’s Synergy with United  Nations Sustainable Development Goals 
(SDGs): Evaluate AI solutions mapping to SDGs, including poverty alleviation, 
education and health access improvement, and development of clean energy solutions. 

 Navigate the Ethical and Regulatory Landscape: Confront the ethical 
implications of AI implementation, such as  algorithmic biases, data privacy issues, 
and the need for governance structures that promote equality and transparency. The 
research will evaluate the state of current AI regulations and elicit recommendations 
on  how to adopt AI in an ethical manner.

 Research Environmental Impact and Sustainability Value in AI: Identify how 
AI can be utilized to reduce environmental degradation, to optimize energy use, and 
help  with climate change solutions. It will also specifically research the tools provided 
by artificial intelligence (AI)  that can determine how businesses manage their resources 
moving forward, as well as their carbon footprint, their ability to maneuver and take 
risks while preserving resilience and sustainability.

 To examine the impact of AI on economies and societies, how people  and AI 
can work together to create a future that seeks to be inclusive, sustainable, and ethically 
driven through technological advancement. This research will ultimately contribute to 
a  roadmap for sustainable AI deployment that is informed by its economic, ethical, and 
environmental implications, ensuring that technological advancements are in line with 
human-centered values.

9.5 Literature Review: Review of Results and Gaps in Research

AI has been the focus of considerable  academic interest on topics such as economic 
growth, the changing nature of work and sustainable development. The existing literature 
emphasizes  the transformative potential of AI across sectors but also highlights major 
challenges related to implementation, ethics and inclusivity. In  this section, we summarize the 
relevant literature on AI’s impact on economic growth, its use in sustainability efforts, and the 
open gaps.

9.5.1 The Current State  of Research on AI and Economic Growth

There has been a lot of studies on how AI  adds to productivity, efficiency, and economic 
growth. 

 AI is estimated to add $15.7 trillion to the global economy by 2030, according 
to PwC (2023), mainly driven by  automation, better decision making, and new AI 
based business models. 

 AI has already made impact into sectors like financial  services, manufacturing, 
and healthcare, where data-driven insights can help optimize operations and improve 
customer experiences.
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 But the studies also cautioned against the risks of adopting A.I., especially 
potential disruptions in the  labor market. 

 As much as AI opens up career avenues like AI  Specialists and Automation 
Engineers, it eliminates traditional jobs as well. According to World Economic Forum 
(2023),35% of jobs worldwide will be displaced by AI-driven automation by  2025, 
yet AI will create new roles requiring advanced digital skills. This underscores the 
importance of reskilling programs  to help ensure workers are relevant in AI-enhanced 
environments.

9.5.2 Artificial Intelligence  for Sustainability and the UN Sustainable Development Goals 
(SDGs)

The role of AI in promoting UN SDGs has already been well documented, especially  in 
domains like climate action, energy access and health. AI-enabled models are already helping 
optimize renewable  energy grids, spot environmental hazards and improve food security 
through precision agriculture. While AI has shown potential in these areas, research has also 
indicated that areas such as the carbon footprint of AI; ethical governance of  AI; and digital 
divides require further exploration.

9.5.3 Case Studies from the UAE

A. AI for Smart Sustainable Cities – Masdar City, Abu Dhabi

Collaboration between AI & Urban Planners 

Masdar City, a global leader in sustainable urban development, integrates AI to 
enhance energy efficiency, water conservation, and mobility solutions. AI-powered building 
management systems regulate energy use, while autonomous eco-friendly transport solutions 
improve connectivity. AI-driven environmental analytics help policymakers make data-backed 
sustainability decisions.

Key Impact: 
- 40%reduction in water consumption through AI-driven monitoring 
- AI-powered smart grids optimize renewable energy consumption

B.AI-Powered Sustainable Agriculture – UAE’s AgTech Innovations

Collaboration between AI & Farmers 

The UAE, known for its arid climate, is pioneering AI-powered vertical farming and 
hydroponics to ensure food security. Companies like Pure Harvest Smart Farms and Badia 
Farms use AI-based climate control systems to optimize crop production, reducing water 
usage by up to 90% compared to traditional farming.
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Key Impact: 
- AI reduces water wastage while enhancing crop yields 
- Supports UAE’s food security goals and desert agriculture

C. AI & Financial Inclusion – UAE’s FinTech Revolution

Collaboration between AI & Financial Institutions 

AI-driven FinTech solutions in the UAE, such as Emirates NBD’s AI-powered chatbots 
and AI-backed credit scoring systems, enable financial inclusion for small businesses and un-
derserved populations. AI helps assess creditworthiness beyond traditional banking data, pro-
viding microloans and financial services to more people.

Key Impact: 
- AI expands access to financial services for SMEs and entrepreneurs 
- Promotes inclusive economic participation and sustainable growth

9.5.4 Global AI Success Stories

A. AI for Disaster Resilience – Japan’s Early Warning Systems

Collaboration between AI & Disaster Response Teams 

Japan’s AI-powered earthquake prediction system, developed in partnership with tech 
companies and seismologists, analyzes real-time seismic data to provide early warnings, allow-
ing communities to evacuate before disasters strike. AI-driven flood and tsunami forecasting 
models also enhance preparedness and minimize losses.

Key Impact: 
- AI-driven alerts reduce disaster fatalities 
- Supports climate adaptation and urban resilience

B. AI in Inclusive Healthcare – India’s Apollo Hospitals & Microsoft

Collaboration between AI & Medical Professionals 

	 Apollo Hospitals, in partnership with Microsoft AI, developed an AI-driven cardiac risk 
assessment tool to predict heart disease risks among underserved communities. The AI model, 
trained on diverse patient datasets, provides personalized recommendations, enabling early 
intervention and equitable healthcare access.

Key Impact: 
- AI reduces diagnostic disparities for rural populations 
- Enhances early disease detection and treatment

C.AI for Sustainable Supply Chains – Unilever & AI-Powered Waste Reduction
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Collaboration between AI & Supply Chain Managers 

Unilever deploys AI to optimize manufacturing, logistics, and material usage, reducing 
waste across its supply chain. AI-powered demand forecasting prevents overproduction, and 
machine learning algorithms optimize packaging materials, cutting plastic use.

Key Impact: 
- AI reduces supply chain waste by 15% 
- Supports circular economy and eco-friendly manufacturing

D.AI for Clean Water Access – IBM & The Water Project in Africa

Collaboration between AI & Humanitarian Organizations
 

	 IBM’s AI-driven Water Management System is used in sub-Saharan Africa to monitor 
water quality and detect contamination in real-time. AI analyzes satellite data and IoT sensor 
inputs to identify clean water sources, helping NGOs and governments deploy resources effi-
ciently.

Key Impact: 
- AI improves water access for vulnerable communities 
- Enhances public health and reduces waterborne diseases

E. AI & Inclusive Education – UNESCO & Adaptive Learning Technologies

Collaboration between AI & Educators 

AI-powered adaptive learning platforms are being deployed in low-income communi-
ties to personalize education based on student needs. UNESCO’s partnership with EdTech 
companies uses AI to provide multilingual, accessible, and skill-based learning, bridging the 
global digital education gap.

Key Impact: 
- AI expands education access for marginalized students 
- Supports lifelong learning and workforce development

F. AI for Marine Conservation – OceanMind’s AI & Illegal Fishing Detection

Collaboration between AI & Marine Biologists 

OceanMind, a nonprofit organization, uses AI-powered satellite imaging and machine 
learning to detect illegal fishing activities. By analyzing ship movements and oceanographic 
data, the AI system helps governments enforce sustainable fishing policies, protecting marine 
biodiversity.
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Key Impact:
- AI reduces industrial carbon emissions
- Supports net-zero climate goals

G. AI for Carbon Capture – Carbon Clean’s AI-Enhanced CO2 Reduction

Collaboration between AI & Environmental Scientists
 

	 Carbon Clean Solutions, a UK-based company, integrates AI into its carbon capture 
technology, improving efficiency in removing CO2 from industrial emissions. AI optimizes the 
capture process, reducing energy costs. 

Key Impact:
-AI reduces industrial carbon emissions
-Supports net-zero climate goals

9.5.5 Identified Knowledge Gaps

While there has been extensive research on the contribution of AI to both economic and 
sustainability  gains, this has left several key knowledge gaps unaddressed. Closing these gaps 
is critical to ensure AI’s longer-term benefits  surrounding equitable distribution are realized 
across societies and industries.

Effect of  AI on Low-Skilled Labor Markets
In high-tech industries, the consequences of AI adoption have seen extensive  treatment, 

while its implications for low-skilled workers, especially in developing economies, are still 
under-researched. 

AI-powered automation is set to  replace countless conventional jobs in the manufacturing, 
agricultural, and service sectors. Despite this, we lack comprehensive studies evaluating 
the specific effects on these workers, such as displacement  rates, wage consequences, and 
reskilling prospects.

Implications  for Future Research:

1.	 How can we use AI to create opportunities for low-skilled workers?
2.	 How can governments and industries retrain displaced  workers in AI driven economies?
3.	 How can  emerging economies access AI without adding to unemployment and wage 

inequality?

AI and Regulatory Frameworks

One of  the biggest challenges is the lack of standardized frameworks for global AI 
governance. Though a few,  like the UAE and the EU, have ushered in ethical AI policies, 
the vast majority of regions lack cohesive regulatory frameworks that guarantee a responsible 
implementation of AI. Without harmonious AI laws across different jurisdictions, regulatory 
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fragmentation, ethical inconsistencies, and difficulties  in enforcement may arise.

Future Research Implications:

1.	 What constitutes the best practice for global AI  governance, and how can it be harmonized 
across economies?

2.	 How can we create  regulatory framework enabling ethical AI without restricting 
innovation?

3.	 What role can international organizations play in AI governance  to facilitate accountability 
and fairness?

4.	 How might AI systems be designed to function in a  low-energy mode?
5.	 What novel strategies will be able to decrease the carbon footprint of AI, while  retaining 

computational efficiency?
6.	 What role AI can play in making sustainability efforts without introducing unnecessary 

environmental  harm?

Moving Toward  AI-Enabled Financial Inclusion

In emerging markets, unmet financial needs could be met  through AI-driven solutions. 
That being  said, AI-based credit reporting and automated lending platforms can also contribute 
to new risks, such as data privacy issues and algorithmic biases. There is also a need of further 
empirical studies on the effectiveness of AI to increase financial inclusion, especially in regions 
that are remote or have poor digital  infrastructure.

Considerations for  Future Research:

1.	 How could AI-driven  financial tools be modified to make them more 
accessible to the underprivileged while safeguarding data privacy and equity?

2.	 What regulatory safeguards can prevent bias in AI-powered 
financial  services?

3.	 What potential  do AI-driven microfinance models have, and how can 
they be scaled to promote sustainable economic development in low-income areas?

AI for decision-making in  the Public Sector

AI is being deployed  across governance, healthcare, and law enforcement to supplement 
decision-making processes. Nevertheless, concerns over transparency,  accountability, and 
biases in AI deployments in the public sector persist. The poor explainability of many AI 
models makes it impossible to  determine if AI decisions are fair and free from unintended bias.

Research Implications in Future:
1.	 How do you ensure transparency and accountability in the implementation of AI in 

governance and  public administration?
2.	 How to build public trust in the decision-making of new  AI-based systems?
3.	 How to ensure AI is developed according to the principles  of ethical governance and 

Human Rights?
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9.6 Conclusion

The implementation of AI needs to be done responsibly and equitably. Although the 
UAE and international organizations such as the World Bank, the OECD conduct such studies, 
the knowledge gaps on how AI affects labor markets, regulatory frameworks, environmental 
sustainability, financial inclusion and governance continue  to be major causes for concern.

To realize the full potential of  AI, future research needs to be directed to:

•	 Building inclusive AI policies to safeguard vulnerable workers and guarantee 
equitable  economic engagement.

•	 Developing environmentally responsible AI approaches to reduce energy  consumption 
and climate consequences.

•	 Building holistic global governance structures to help enable responsible AI use and 
minimize regulatory fragmentation.

•	 Widening the use of AI-led  financial inclusion approaches to uplift underprivileged 
groups with careful transparency and fairness.

•	 Improving the  functions of governance, policies and decisions through AI, transparent 
and accountable practices.

Filling  these gaps will be critical to ensuring AI continues to serve as a force for good, 
for the benefit of all sectors of society and the broader global community, ultimately delivering 
a more inclusive and sustainable future.
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Abstract

Artificial intelligence (AI) has foreseen mind-boggling developments along with digital 
transformation. New business patterns emerge, establishing a ground for leadership, both 
an opportunity and a challenge in this age of dramatic insecurity caused by technology. To 
leverage their digital fluency and commitment to honor integrity, they are also incorporating 
the ideas of sustainability that have been engraved by living in a boundless virtual world 
where things are ever-changing as rapidly as electricity goes off and on. To what extent can 
Generation Z navigate these changes? What kind of impact will their accomplishment have 
on organizational success, including how much of that influence extends to different levels of 
respect and authority one has? Indeed, on the one hand, was the degrading resolve by many 
young Generation Z shift toward transparent working processes, along with an unassuming 
manner, the absence of red carpeting to enter an executive’s office or double-doored conference 
room in the array rather than lines and so forth seems to change. However, its potential and 
outlook far surpass previous generations that reprioritize the working environment as a 
cooperative community. Numerous industries are struggling long-term because they are slow 
to embrace new leadership models such as those of Generation Z. This eventually leads to 
conflict between traditional management ways and what young people look forward to as a way 
of life. Ethical AI governance, digital literacy, and sustainability have emerged as critical areas 
where Gen Z leaders can impact. However, the current leadership development systems leave 
them without essential skills or opportunities to pursue these fields. In light of the increasing 
influence that Generation Z leadership is playing in shaping future work trends, this chapter 
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looks into the problems and opportunities for a new generation capable of ethical AI adoption 
and sustainable business practices. Using qualitative research and case studies based on real 
events, the study delivers insight into how organizations might strengthen Generation Z leaders 
through mentorship programs, training in digital ethics, and inclusive leadership strategies. 
The study found that organizations pursuing Gen Z’s leadership vision are more likely to 
achieve integrative success in the digital economy vision. Investing in the next generation of 
leaders and aligning its strategies with their values can promote innovation, increase employee 
engagement, and build a more sustainable and ethical corporate culture. This work is an image 
created for this comfortable society, furnishing our knowledge store with valuable insights into 
changes needed by leaders that the rising AI era demands. Thus, it offers practical suggestions 
to organizations hoping for some survival modes, and then dust settles on an age past.

Keywords: Generation Z, leadership, ethical AI, digital transformation, corporate 
sustainability.

10.1 Introduction

In the current fast-paced business world, the power of AI (artificial intelligence) 
coupled with the implementation of digital transformation is changing leadership styles 
and organizational structures. Generation Z (Gen Z): Born between 1997 and 2012, Gen Z 
is the first genuinely digital-native generation to—starting in recent years—begin to enter 
leadership at a time of unprecedented change. Unlike generations before them, Gen Z focuses 
on collaboration, transparency, and accountability—pushing back on the ingrained hierarchical 
structures that have long governed corporate leadership.

Although Gen Z may have leadership potential, a significant void exists in terms of how 
Gen Z can drive ethical AI and sustainability. Much of this is due to an established industry 
that is slow to change, hindering young leaders’ ability to implement innovative practices. 
Moreover, organizations face additional challenges in integrating Gen Z leadership due to a 
lack of holistic digital literacy training and ethical AI frameworks.

This chapter starts with the specifics of Gen Z’s leadership style and the challenges of 
building an ethical business culture. Gen Z leaders will likely employ technology to instigate 
innovation and advocate for sustainable business. However, they frequently face pushback 
when implementing these changes. Using qualitative research and practical examples, it 
explores how Gen Z is overcoming these challenges, offering specific recommendations for 
organizations looking to incorporate their viewpoints into leadership development initiatives.

By empowering Gen Z leaders, organizations can tap into new, progressive solutions 
that resonate with today’s values. By following their vision, they offer an opportunity to make 
corporate culture fairer and more sustainable. This chapter encourages readers to think about 
how this generation will change business in the future via innovation, ethical leadership, and 
digital savviness.
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10.2  Literature Review

10.2.1 Insights about Gen Z and Leadership from a Generational Dynamics Perspective
 
	 The report shows that as natives of the digital world, Generation Z (Gen Z) is a 
group with excellent technological skills, high ethical leadership, social responsibility, and 
commitment to sustainability (Khamis et al., 2017). Gen Z is believed to change corporate 
culture by requiring transparency, inclusivity, and accountability when dealing with the brands 
they interact with (Seemiller & Grace, 2016; Twenge & Campbell, 2018). Gen Z leaders 
prefer to promote open communication with their colleagues rather than a manager who does 
not listen or listens selectively. They strive for group cooperation rather than relying upon 
individual effort. Because they see themselves as equals having equal responsibility to shoulder 
work experience, they experience a different kind of collectively in which each person is more 
conscious about his or her tasks than ever before (Bencsik et al., 2016).

10.2.2 Gen Z Employees Praise Collaborative Spaces with Low Barriers to Communication 
and Flat Organization Levels

However, vast differences in perspective also provide fertile ground where these 
viewpoints can meet (Horváth & Juhász, 2016). This means that more traditional ways of 
developing young people must suit a very different type than those garnered from old traditional 
lines by leaders to capture Gen Z’s growing leadership capabilities. The literature lacks any 
attempt at outputting Gen Z into established leadership training programs of study so that they 
or their followers can take on a completely different role (Deloitte, 2020).

Meanwhile, while the potential of Gen Z leaders has been referred to in theory as a part 
of corporate assessment, there is no empirical research into their specific activities connected 
with ethical AI adoption and sustainable practices. AI technologies are relatively young, and 
the ethical elements involved in inheriting an AI empire remain unexplored, especially in cases 
where the older generation of leaders transmits them. Most existing literature views AI as a tool 
to improve startup efficiency. However, no research has measured Gen Z’s ability to initiate 
and implement ethical AI practices (Jobin, Ienca, & Andorno, 2019).

Moreover, present training and development methods often cannot provide a complete 
system of digital literacy and ethical reasoning skills. This is vital for Gen Z leaders, who 
are created in a rapidly changing technological environment (Lloyd, 2021). This gap poses a 
substantial challenge to enterprises looking to prepare employees for the AI-driven future.

In conclusion, while literature has explored various aspects of Gen Z leaders’ unique 
characteristics and potential, little is known about how they can best be integrated into 
organizations. Further research is needed to guide institutions as they negotiate this new 
leadership order, allowing Gen Z to lead the way for sustainable AI deployment and sustainability 
in business. Closing these gaps will be critical to companies aiming to build on this generation’s 
potential in cultivating an ethical and accountable corporate landscape.
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10.2.3 Insights on Generational Dimensions for Organizational Business Leadership 
Perspectives: An Emerging Perspective on Generation Z (Gen Z)

The question of integrating Gen Z into existing leadership frameworks remains a mystery. 
However, another study at Shenzhen University looks towards defining and multiplying the 
potential leadership qualities of Gen Z leaders (Khamis et al., 2017). Gen Z, a product of the 
digital age, is destined to challenge corporate culture as never before, demanding transparency, 
diversity, and accountability standards from any organization it deals with (Seemiller & Grace, 
2016; Twenge & Campbell, 2018). This earlier generation striving for success does not go in for 
hierarchical work structures; instead, many Gen Z leaders feel more comfortable working as a 
team. With rising non-traditional business models such as freelancing on the internet and even 
leading cooperatives that offer themselves as providers (Bencsik, Horváth & Juhász, 2016), 
new leadership development approaches must be devised to accommodate these generational 
preferences. As a result, traditional industries have been slow to adapt, leaving scant literature 
on how Gen Z fits within established leadership frameworks.

However, although it has been posited theoretically that Gen Z has the leadership potential 
to rise, as Georgia Zhou puts it, is there empirical evidence? We cannot infer from available 
data that Gen Z drives ethical AI; merely proposing it makes no sense (Zhou, 2020). How do 
the existing tools affect operational AI? This article gives only a partial answer (Chen, 2019). 
Most existing literature considers AI to enhance organizational efficiency, but few papers study 
Gen Z’s ability to steer ethical AI implementation (Jobin, Ienca, & Andorno, 2019).

However, the development has not had this overarching framework in many existing 
ways of developing talent. For example, it does not incorporate core competencies such as 
digital literacy and ethical reasoning. Preparation for Gen Z leadership in a technologically 
advanced world (Lloyd, 2021) typically ignores these critical areas for genuinely preparing 
future leaders. This gap poses serious challenges for companies contemplating an AI-driven 
digital transformation that should nurture a workforce capable of operating in a digital world.

Gen Z’s expectations for a work-life balance and corporate social responsibility raise 
further demands on leadership structures designed for previous generations. Not meeting these 
expectations will decrease the engagement and retention of young talents. Gen Z workers 
value employment in organizations that embrace diversity, environmental sustainability, and 
fair compensation of their staff (Robinson & Stubberud, 2020). Organizations that make these 
values a part of their leadership framework will probably see their employees of the future stick 
around longer and feel more motivated in general.

Furthermore, for digital platforms and social media networks upon which Gen Z Leader 
Development relies, these tools provide unprecedented access to information and connectivity. 
They also bring new challenges into leadership training and mentorship areas. Unlike previous 
generations, who moved up through the ranks of large companies, Gen Z is the first generation 
growing up in the digital age (Prensky, 2010). Corporate literature has documented extensively 
how the younger generation, Gen Z, has an idealistic nature, ingenuity, and potential as leaders. 
However, research still needs to show how these Gen Zers might smoothly be integrated into a 
workplace or organization.

More research is needed to investigate what institutions can do with Gen Z’s strengths as 
they work towards ethical AI adoption and business sustainability. Bridging these research gaps 
will be important to company transformation as it enters into new, responsible, transparent, and 
fair business models that can flourish under Gen Z leadership.

To sum up, post-2000 generations have great imagination, but there is still a considerable 
gap in how they can be effectively integrated into contemporary organizations. Research has 
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not determined how enterprises could utilize their strengths to promote responsible AI use and 
sustainable business strategy. Although it is widely recognized that post-2000 cohorts prioritize 
transparency, inclusion, and technological adaptability, we do not understand what form these 
values should take in leadership models.

10.3 Empowering  Gen Z in a data driven world Enabling the Next 
Generation  to Build Sustainable Success in Business and Beyond

10.3.1 Addressing the Problem: The Challenge of Integrating Gen Z into Leadership 
Frameworks

      Generation Z is not only leaving its mark on the corporate industry as managers but 
also playing around with that power to get to work literally; their unique characteristics in the 
business world now leave one in no doubt. One aspect is their distinct generational identity. 
Even though some may just be finishing up at university, and others may also be completing 
high school and starting to enter society, they are already working as young people who hold 
different leadership positions from their forebears.

     They seem to see the current domestic Gen Z generation, who style themselves 
after youth from the 1990s and first noughties, “to rub out” on conditions, tabula rasa as its 
motto, precisely, how they use efficient technology. They neither expect nor hope for structured 
leadership, nor can they help them grow up. Understanding their perspectives and accepting all 
kinds of impossibilities is crucial. Research summaries presented earlier share this perspective.

   Gen Z advocates for diversity, transparency, and partnership-driven organizations rather 
than vertical structures, requiring a reassessment of leadership development strategies (Horváth, 
Bencsik et al., 2016; Juhász, 2016). However, industries have been slow to adapt, resulting in 
a considerable gap in understanding how to effectively incorporate this new generation into 
leadership positions (Deloitte, 2020). This poses a dilemma for enterprises striving to align 
their leadership approach with Gen Z’s anticipation and value system.

10.3.2 Leading in the Age of Artificial Intelligence

    Integrating ethics, AI, and sustainability in modern business practice will take a new 
type of leader with the right skills; however, this is not an area for graduates, and few senior 
executives exist to take on such roles. Knowledge Gap: Lack of Research on Gen Z’s Role in 
Ethical AI and Sustainable Practices. Currently, there is substantial theoretical research but no 
empirical evidence on Gen Z’s leadership potential or involvement in implementing ethical AI 
technology and sustainable development.

      Training Program Failures: Current training programs fail to equip young leaders with 
the necessary digital literacy and reasoning skills to navigate AI-driven workplaces profitably 
(Lloyd, 2021). Lack of Systematic Framework: The result is that there is no systematic 
framework available to organizations to develop Gen Z leaders who can meet these challenges 
and lead in a nanotechnology era.

	 Companies today need leaders who can generate a completely new model to supervise 
behaviour, such as job-holding-own balance, societal responsibility, and digital cooperation 
(Robinson & Stubberud, 2020). If entry-level employees are not given opportunities, they will 
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seek better prospects elsewhere. To retain and support Gen Z leaders, a company must create 
technology-driven adaptive workplaces that support ethical AI deployment and sustainable 
business practices.

10.3.3 Case Studies: Generation Z in Bahrain’s Business Landscape

Zain Bahrain: Leading with Ethical Commitment and Sustainability

	 Zain Bahrain, a primary telecom provider, is an example of a company firmly committed 
to Corporate Social Responsibility (CSR) and environmental protection. This underpinned 
business ethos not only resonates with Zain Bahrain’s ethical business practices but also fits in 
well with Gen Z’s core values. In addition to delivering quality telecommunications services, 
the company also makes an effort in other areas. Their work includes cutting carbon emissions, 
supporting local community programs, and promoting responsible use of digital tools.

Gulf International Bank (GIB): Sustainability at the Heart of Business Operations

	 Gulf International Bank (GIB) has made sustainability an integral part of its operations. 
This fits in with its long-term strategy to incorporate principles of environmental responsibility 
and AI ethics into financial services. GIB’s emphasis on finance for green policies, sustainable 
investments, and socially responsible banking aligns with a general trend toward harmonizing 
sustainability with business practices. It is a forward-looking approach with much to recommend 
to cultured and forward-thinking Gen Z, which has an abiding concern for ecological issues.

Bahrain Petroleum Company (Bapco) Transitioning to Ethical Business Model Bahrain 

	 Petroleum Company (Bapco) has made a significant move toward integrating Corporate 
Social Responsibility (CSR) with its commercial operations. This shift supports the company’s 
commitment to environmental protection and meets a call for ethical business practices within 
energy areas. Given that Gen Z is such a strong advocate for corporate responsibility, Bapco’s 
new business model comfortably marks it out as a leader in clean energy and ethically oriented 
business operations.

10.3.4 Leading in the Era of AI

How to Bring the Next Generation of Business Gen Z into AI-Driven Environments for Leaders? 
Artificial Intelligence (AI) is taking over the business world, bringing with it not only new 
prospects but also ethical dilemmas. However, for a generation that has grown up in the digital 
era, Gen Z, AI is a good area to make innovation happen and take leadership. For them, mobile 
technologies, social media, and digital tools are as every day as things come—so they are 
a powerful force in AI-driven business environments. Their specific perspective, of course, 
helps ensure the ethical integration of AI so that technology does indeed benefit companies and 
society at large.

Financial Innovation and Leaders Coming Next-Bahrain 

	 Bahrain’s FinTech is a veritable melting pot of innovation with a special emphasis on 
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integrating Gen Z leadership. The progressive direction taken by the Bahraini government 
toward FinTech, alongside a supportive startup ecosystem, has spawned the next generation of 
young leaders to grow up in Bahrain. 
	 In Bahrain’s financial sector, companies use AI to improve financial services, secure 
them better, and increase the efficiency of transactions. Thanks to the area’s technological 
expertise, Gen Z will be the ones to take over developing these creative financial solutions 
while acting in a civil and socially responsible way.

The Financial Technology Boom in Bahrain and the Call of Gen Z

	 Bahrain has become a leader in the Middle Eastern financial world by its strategic location 
and forward-looking economic policies. The country boasts an extensive system of FinTech 
companies that features deep integration between AI and financial services. In the Kingdom 
of Bahrain, a variety of next-next financial service systems cater to younger people’s needs. 
Whether you are dealing with Eazy Financial Services (Easypay) or The Benefit Company, 
these platforms promise a lucrative windfall for investors eager to explore the possibilities of 
AI.

The Role of AI in the Financial Sector

	 Integrating AI with Bahrain’s Financial Technology landscape will change how financial 
transactions are carried out, improving efficiency through security and transparency. As this 
shift gains pace, Gen Z is being trained to use AI-based financial tools socially responsibly. 
Education programs and workshops aim to equip young people with technical skills and register 
financial management ethics among them. So, they realize how essential data privacy, fairness, 
and transparency are in all digital interactions.

Empowering Gen Z for Tomorrow’s Workforce

	 As Generation Z joins the workforce, companies must adjust their strategies to meet 
their needs. The arrival of this new generation brings its invigorating mix of skills and an 
intense desire for meaningful work that reflects personal values. Corporations must be nimble, 
providing new career paths that engender entrepreneurial spirit in Gen Z staff members and 
help them develop leadership qualities. The following chart shows crucial ways for companies 
to make Gen Z feel at home leading them:

Tactic Description

Mentorship Programs Connect Gen Z with experienced leaders to provide guidance 
and foster innovation.

Flexible Work Environments Adapt work models to suit Gen Z’s desire for flexibility and 
work-life balance.

Focus on Sustainability Align business practices with environmental and social respon-
sibility.

Promote Technological Fluen-
cy Offer continuous training and exposure to the latest technologies.

Encourage Entrepreneurial 
Thinking

Foster a culture of innovation by giving Gen Z the freedom to 
experiment.
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The following table outlines key tactics to empower Gen Z leaders, accompanied by rel-
evant statistics and authentic references:

Tactics Infographic Numbers and 
Rates References

Establish AI Ethics Commit-
tees

- 86% of business leaders 
anticipate a significant shift 
towards predictive personal-
ization, aligning with Gen Z’s 
demand for ethical AI use. 
- Operation HOPE’s AI Eth-
ics Council includes diverse 
experts to guide ethical AI 
principles.

Twilio (2024); Operation 
HOPE (n.d.)

Encourage Intrapreneurship

- Record-breaking 5,481,437 
new businesses were started 
in 2023, with Gen Z leading 
this entrepreneurial surge. 
- 50% of Gen Z aspire to start 
their own business.

Justworks (2023); Entrepre-
neur (2025)

Promote Ethical and Techni-
cal Literacy

- UNESCO’s global stan-
dard on AI ethics empha-
sizes continuous education 
on ethical AI principles. 
- Over 40 recommendations 
by WHO guide appropriate 
AI use, highlighting the need 
for ongoing education.

UNESCO (2021); WHO 
(2024)

Rethink Leadership Struc-
tures

- 70% of Gen Z view middle 
management roles negative-
ly, preferring agile and trans-
parent leadership models. 
- Gen Z employees prioritize 
flexibility and purpose over 
traditional hierarchical struc-
tures.

Financial Times (2025); En-
trepreneur (2025)

10.3.5 The Call to Action

	 As the financial landscape continues to evolve, Bahrain’s Gen Z professionals have a 
crucial role to play. Their comfort with technology and commitment to social responsibility 
position them as the leaders of tomorrow in the FinTech industry and beyond.
	 The following infographic presents a comprehensive overview of key corporate initiatives 
in Bahrain, emphasizing a commitment to sustainability, corporate social responsibility 
(CSR), and technological innovation. It visually segments the efforts of different organizations 
spanning telecommunications, finance, petroleum, and FinTech, each aligning their strategic 
practices with both environmental sustainability and community welfare.
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	 Another is a compendium of Bahrain’s initiatives and their respective organizations. 
Again, the devils are beautiful iPad. This setup represents a shift of strategic practice in the 
industry from making money at others’ expense to caring for the environment and social welfare 
(Davis, 2004).
Zain Bahrain’s section lays out a robust CSR strategy. It encompasses carbon reduction targets 
that are among the highest in the industry, extensive sprouting-from-the-roots community 
services programs, and the promotion of digital health. These efforts protect the environment 
and enhance the welfare of the society to which they belong. This is consistent with a framework 
for CSR that sees companies attempt to balance making money and the general good (Carroll, 
1999).
	 Infographics also show the weight GIB and its green finance carry. The bank’s emphasis 
on sustainable investment products and environmentally friendly banking principles exemplifies 
a broader industry trend to incorporate environmental, social, and governance (ESG) criteria 
into its products. This approach reduces risks from ecological harm and attracts an ever-larger 
segment of socially conscious investors (Zh Erick Bown McDowell, 2019).
	 Bahrain Petroleum Company’s CSR integration is reflected in its investment in renewable 
energy and community support policies. By injecting capital into renewable energy projects, the 
company aligns its operations with international trends toward decarbonization and sustainable 
energy production. Furthermore, their community support initiatives emphasize a two-pronged 
strong point: striving for operational efficiency while contributing to local socio-economic 
development, the epitome of global efforts to achieve a greener energy future (International 
Energy Agency, 2021).
	 The infographic goes on to study how AI revolutionizes Bahraini FinTech. Eazy Financial 
Services and BENEFIT best exemplify this shift. The use of AI-driven transaction security 
systems in their operations and attempts to include Gen Z consumers (typically a hard nut for 
fintech investors to crack) in the financial world both show how modern equipment can do better 
business and carry benefits such as improved protection measures. This whole harmonizes with 
trends in fintech innovation more generally, where AI technology is increasingly important to 
ensure efficiency, security, and inclusiveness (Arner, Barberis, & Buckley, 2016).
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10.4 Innovations and Findings

10.4.1 The New Generation Z Governs AI Ethics and Leadership Models

	 Emphasizing technology that is wedded to ethics and inclusion (MindStick, 2025). For 
instance, members of this generation seek out transparency and observe a work-life balance. 
Such values are finding their way into the training programs at top business schools (MindStick, 
2025). Similarly, young Gen Z leaders call for a democratic and all-inclusive AI governance 
model. They understand the political dimension of AI integration, requiring public opinion to 
play a role in every step of decision-making as long as it affects society (Landemore, 2024). 
Their approach reveals a more ethical, enduring, and comprehensive shift.

10.4.2 Results from Recent Surveys and Case Studies suggest that Generation Z is using AI 
Workplace 

	 In a survey conducted by Google Workspace (2024), 93% of employees in this generation 
habitually use two or more AI applications every week. These people feverishly work with 
whatever tools they come across and use programs such as ChatGPT and DALL-E designed 
to enhance productivity and handle more complex tasks. However, with its broad introduction, 
there are worries about employment displacement, too. According to a survey conducted by 
Work Tango in 2018, as many as 59% of Gen Z and Millennials are haunted by fears that AI 
could mean such great job destruction that all jobs will have disappeared (WorkTango, 2024). 
These insights underline the twofold image of AI held among early career professionals: On 
the one hand, it is a tool that is efficacious in saving time and, on the other, a possible threat to 
job prospects.

10.4.3 Challenges and Possibilities in Gen Z Leading and Governing AI

	 As Generation Z joins leadership ranks in modern business organizations driven by AI, 
they face structural and ethical challenges requiring fresh solutions. One of the most critical 
issues is that traditional corporate configurations resist moving toward new shapes. Deep-
rooted managerial structures, often with a chain of command and rule-bound bureaucracy, clash 
with the decentralized, transparent decision-making preferred by Gen Z (Bencsik, Horváth, & 
Juhász, 2016). Organizations that fail to change risk driving away the talented youth generation 
and missing Gen Z’s power for ethical AI transition.
	 There is a second major challenge in AI literacy and ethics related to education. While 
Generation Z is born with a digital silver spoon, no routines for training artificial intelligence 
(AI) good governance ethics are accepted within corporate systems (Lloyd, 2021). Companies 
must close this educational gap by giving every leader AI ethical instruction as part of the 
curriculum, creating an environment where study never stops.
	 There are also persistent concerns about AI bias and responsibility. AI systems can 
reinforce existing prejudices, widening divisions without a rigorous ethics oversight system. 
Minorities suffer most (Jobin, Ienca, & Andorno, 2019). Generation Z decision-makers must 
promote good artificial intelligence governance policies, prioritizing openness, fairness, and 
responsibility to ensure technology works equitably for all.
	 Moreover, Gen Z has an opportunity to rewrite ethics guidelines and create truly 
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sustainable businesses. Their commitment to social responsibility is a rare advantage as they 
plan on using AI to craft a business ethic in line with ESG principles: environmental, social, 
and corporate governance (Seemiller & Grace, 2016).
	 Another approach offers intrapreneurship and AI-powered innovation as a way forward. 
In an environment where Gen Z youth are always looking to apply new knowledge, today’s 
business world is suited for projects that combine agile work with an experimental attitude 
toward solving problems (Francis & Hoefel, 2018). Organizations enabling Gen Z to shape 
ethical and AI strategic policies will promote creativity and create accessible, sustainable 
management models.
 	 Finally, there is tremendous power in resolving AI-related difficulties by combining 
Gen Z’s digital skills and know-how with the experience of senior executives. Businesses can 
create a stable, equitable governance structure for AI that treats technological knowledge and 
traditional wisdom equally important (Deloitte, 2020).

10.5 Conclusion

	 The findings in this chapter attest that Generation Z is transforming the traditional 
conventions of business leadership and serves as an unintended check on unethical artificial 
intelligence development in industry and corporate social responsibility. With their immersion 
into digital culture from childhood, Gen Z leaders have an exceptional point of view that insists 
on transparency, inclusivity, and social responsibility (Seemiller & Grace, 2016).
	 However, this group also encounters considerable obstacles: Inertia exists in traditional 
enterprises, and there is an absence of standardized courses dealing with AI ethics and 
governance (Deloitte, 2020). In response, business practices must follow Gen Z’s values and 
encounter this growth process. It is not just a question of taste. In an AI-driven economy, this 
is a strategic necessity for any company that wants to keep up its market share.
	 Successful real-world instances, such as Google AI Principles and Microsoft AI for 
Good activities, are two cases of embedding ethical AI frameworks in corporate strategy to 
generate sustainable dividends over the long term (Smith, 2019). Such benchmarks underscore 
the necessity for companies to work with today’s leaders and Gen Z managers in shaping 
policy on artificial intelligence if they are serious about responsible innovation and corporate 
accountability.
	 The article offers three strategic recommendations for corporate leadership to ensure 
that Gen Z leaders live up to their generation’s potential. To promote these ideas, AI ethics 
education needs to be integrated into the corporate training curriculum. Young leaders must 
equip themselves with the expertise necessary to deal with multifaceted ethical situations 
(Lloyd, 2021).
	 If Gen Z is to implement its values of transparency and inclusion, then companies should 
re-examine their leadership styles. Organizations need to get models from the decentralization 
of power and democratic decision-making to meet the requirements of the current targets and 
forms of Gen Z (Francis & Hoefel, 2018).
	 Lastly, enterprises must develop intrapreneurship opportunities for Gen Z professionals. 
General Manager Zhang of Tencent noted that such people are the most likely to head a 
technology initiative with sustainability and social impact as its first concern. Indeed, the plans 
Amazon has made recently for some economic development list award-winning measures in 
these areas (Unilever, 2023; Tesla, 2022). In so doing, businesses can begin to train a new 
generation of technologically proficient, Z-oriented team members who understand technology 
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and are committed to ethical decision-making and sustainable corporate growth.
	 The theme of sustainability is currently the one with which businesses and managers 
are most concerned. Regarding leadership philosophy, Gen Z shows a strong commitment to 
sustainability. Their business standards are leading the trend for good governance and long-
term environmental responsibility, paralleling an upward curve in public opinion (Xie, 2019). 
Unlike previous generations, Gen Z professionals consider CSR a given when they choose 
where to work. After all, they want a career where their work has a purpose, and the business 
can contribute to society’s welfare (Twenge, 2020).
	 This shift is demonstrated by the number of companies introducing Environmental, 
Social and Governance (ESG) frameworks into their business practices. For example, 
Patagonia’s pursuit of a sustainable approach is combined with Google’s pledge to operate 
according to carbon neutrality principles (Patagonia, 2024; Google, 2023). Such companies 
are popular with young talent and enhance their image capital by demonstrating that they are 
committed to ethical AI usage and environmental sustainability.
	 For sustainability to remain at the heart of business transformation, organizations must 
incorporate these principles into leadership. One way to accomplish this is by starting cross-
generational mentorship programs that let senior executives and Gen Z professionals exchange 
pointers back and forth (Deloitte, 2021). Such a model enables organizations to marry up 
technological expertise with the institutional experience born of years in business.
	 The result is that AI steering frameworks are both pioneering and fundamentally 
ethical. Companies should also invest in AI-powered equipment to support environmental 
sustainability, such as predictive energy efficiency analytics and blockchain general ledger 
entries on the supply chain (World Economic Forum, 2023). Such innovations will reduce the 
environmental footprint and harmonize with the moral outlook of a new wave of Gen Zers 
demanding socially responsible corporate conduct.
	 By cultivating an atmosphere of ethical AI application and sustainable leadership, 
businesses can show Gen Z professionals there is a place for them in these next steps toward 
corporate change. This generation is perfectly positioned to merge sustainable business practices 
with AI ethics. It ensures that machines serve humanity—not the reverse. Through precise 
training, a restructuring of effective leadership, and a commitment to responsible innovation, 
bodies can point the way forward past unity toward a more inclusive, open, and sustainable 
future.
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Abstract

The fashion industry is often cited as the second most polluting industry globally. Achieving 
environmental, social, and economic sustainability requires substantial investment in 
technological innovations and revised practices to transform traditional manufacturing and 
distribution processes. Artificial Intelligence (AI) presents a promising solution to enhance 
sustainability initiatives through various mechanisms: product innovation to minimize material 
waste, process optimization to optimize resource utilization, inventory management systems 
to prevent overproduction, and data-driven consumer engagement to promote conscious 
consumption. However, the implementation of AI technologies also faces significant challenges 
and skepticism, including potential risks to established brand values, complexities in maintaining 
meaningful employee engagement, and the delicate balance of preserving consumer trust in an 
increasingly automated environment. This chapter explores the current state of AI adoption in 
the fashion industry and its short- and long-term implications. Through a case study involving 
interviews with key executives in AI, sustainability, retail strategy, global guest innovation, 
localization, circularity innovation, global production, and creative direction at a leading 
athleisure brand, this research investigates the multifaceted opportunities, challenges, and 
potential risks associated with AI implementation across various organizational functions. The 
findings offer strategic insights and practical recommendations to guide future AI development 
and deployment. By providing a nuanced understanding of AI’s role in driving sustainability, 
this study contributes to both academic discourse and industry practice, shedding light on how 
the fashion sector can leverage AI to achieve its sustainability goals.

Keywords: artificial intelligence (AI) in fashion, fashion industry sustainability, retail 
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11.1 Introduction

Recent global surveys indicate a shift in CEO priorities, with sustainability concerns being 
superseded by more immediate issues such as disruptive technologies, growth imperatives, 
inflation, and geopolitical uncertainty (Bain & Company, 2024a). Meanwhile, the luxury sector 
is increasingly exploring the potential of AI, with pilot projects suggesting that adoption rates 
may soon double (Comité Colbert & Bain & Company, Inc., 2024). However, the industry 
remains cautious, emphasizing the necessity for AI to operate discreetly, enhancing rather 
than overshadowing the authenticity, exclusivity, and intimacy that define luxury. Striking a 
balance between technological innovation and the irreplaceable human touch remains a critical 
challenge.

AI is already transforming the fashion industry, driving advancements in supply chain 
optimization, design processes, and customer experiences through data-driven insights and 
feedback loops. These innovations not only enhance efficiency and personalization but also hold 
promise for sustainability by reducing waste and returns, thereby benefiting both businesses 
and the environment (Forbes Technology Council, 2023). Yet, it remains uncertain whether AI 
can transform the luxury fashion industry into a model of sustainability.

This chapter investigates the rise of AI and its implications for sustainability in the fashion 
industry, using a case study approach focusing on an athleisure brand. While existing research 
on AI in fashion is fragmented and often confined to specific stages of the supply chain (Giri 
et al., 2019), this study provides an updated perspective on how the sector is leveraging AI 
(Ramos et al., 2023). Through interviews with experts in sustainability and AI within a leading 
athleisure fashion brand, the book chapter provides a realistic assessment of current practices 
and potential future developments. By integrating academic and practical insights, this research 
seeks to deepen the understanding of AI’s potential to drive sustainable transformation in the 
fashion industry

11.2 Literature Review

This chapter provides a comprehensive review of the literature, focusing on the role 
of AI in the fashion industry and its potential to promote sustainability. It begins by defining 
AI and outlining its historical evolution, highlighting key advancements and applications 
relevant to the fashion sector. Following this, the review examines the multifaceted concept of 
sustainability, exploring its environmental, social, and economic dimensions. By establishing 
these foundational definitions and exploring the current landscape of AI applications, this 
review sets the stage for a critical analysis of how AI technologies can support sustainable 
practices in the fashion industry.

Despite growing interest in AI as a tool for enhancing sustainability, the current body 
of academic research on AI in the fashion industry is relatively limited and fragmented (Giri 
et al., 2019; Ramos et al., 2023). This review addresses this gap by synthesizing insights 
from diverse sources, including academic studies, industry reports, and trade publications. 
It critically evaluates the existing literature to identify key themes, research gaps, and areas 
needing further investigation. This chapter aims to provide a nuanced understanding of the 
potential and limitations of AI in promoting sustainability within the fashion industry, setting 
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the stage for a more in-depth exploration of these issues in subsequent chapters.

11.2.1 Artificial Intelligence

Artificial Intelligence (AI), a term coined by Stanford Professor John McCarthy in 1955, 
is defined as “the science and engineering of making intelligent machines” (Manning, 2020, 
p. 1). Initially focused on programming machines to perform specific tasks, such as playing 
chess, modern AI emphasizes machine learning, enabling systems to learn and adapt in ways 
analogous to human learning. Today, AI plays a crucial role in the fashion industry, driving 
innovation in design, production, e-commerce, personalization, and supply chain management 
(Bieńkowska, 2024). These advancements not only improve operational efficiency but also 
create opportunities to support sustainability.

The rise of Big Data in the early 2000s and the subsequent proliferation of machine 
learning in the 2010s significantly advanced analytical AI (Comité Colbert & Bain & Company, 
Inc., 2024). However, the adoption of AI solutions remains limited due to the substantial upfront 
investments required in software, hardware, and skilled personnel (McKinsey & Company, 
n.d.). For AI tools to be effective, they must have access to reliable customer and product data 
across multiple channels, as well as precise use cases (Comité Colbert & Bain & Company, 
Inc., 2024). Despite AI’s transformative potential, its high implementation costs mean that only 
large, well-resourced companies can fully leverage these technologies, creating a digital divide 
in the industry.

11.2.2 ChatGPT: Proliferation of AI

Generative AI, unlike traditional AI, creates new content by extrapolating from training 
data. ChatGPT, launched in November 2022, exemplifies this capability by producing human-
like text, images, and audio (Pavlik, 2025). McKinsey & Company (2023) estimates that 
generative AI could generate $6.1-7.9 trillion in annual economic benefits through increased 
productivity. The technology’s accessibility is a key advantage: companies can leverage 
existing teams to customize AI models with internal data. Luxury fashion brands have rapidly 
adopted generative AI technologies to enhance their digital presence and customer experience. 
Several notable implementations include (Jing Daily, 2024):

Brunello Cucinelli developed an AI-powered website in July 2024, featuring immersive 
content and Solomei AI, their machine-learning customer service system. The platform 
demonstrated immediate success, attracting more than 10,000 daily visitors within its first 
week.

Balenciaga incorporated AI technology into their Winter 2024 Paris Fashion Week 
presentation, utilizing AI-generated visuals displayed on LED screens throughout their runway 
show, which garnered substantial media attention.

Gucci expanded their digital offerings in April 2024 by integrating Apple’s Vision Pro 
headset technology, enabling customers to experience their short films and digital archives 
through augmented reality.

Dior launched Astra at VivaTech 2024, a sophisticated AI platform designed to analyse 
consumer data and adapt to customer preferences, improving their ability to respond to market 
demands.
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11.2.3 DeepSeek: Democratization of AI

In 2024, DeepSeek, a Chinese AI company, has gained attention for its open-source 
models and engineering innovations, which reduce the cost of training and inference for large-
language models (Qu, 2024). By optimizing AI algorithms, DeepSeek minimizes energy 
consumption, thereby contributing to environmental sustainability (Laws, 2025). Its rapid 
adoption, including integration with Microsoft, AWS, and Nvidia platforms, underscores its 
potential impact (Bain & Company, 2024b).

The focus of AI development is shifting from creating the “smartest” models to 
prioritizing practical applications that drive economic value. Open-source AI democratizes 
access, enabling smaller companies to innovate and deploy efficient models, making AI more 
accessible and practical (Zhou, 2024). This shift emphasizes cost-effective innovations over 
sheer intelligence, fostering broader participation and consumer benefits.

11.2.4 Sustainability

The fashion industry is often cited as the second most polluting industry globally, 
responsible for 10% of annual carbon emissions—more than international flights and maritime 
shipping combined (United Nations Environment Programme, 2019; World Bank, 2019). 
Michael Møller (2016), Director-General of the United Nations, emphasized that “business 
as usual is not an option anymore.” With less than five years remaining to achieve the 2030 
Sustainable Development Goals, the luxury fashion industry must reinvent itself to align with 
sustainability principles.

The United Nations defines sustainable development as “development that meets the 
needs of the present without compromising the ability of future generations to meet their own 
needs” (United Nations, n.d.). This definition emphasizes the interconnectedness of economic 
growth, social inclusion, and environmental protection. This study adopts this framework to 
explore AI’s impact on the economic, social, and environmental dimensions of fashion.

11.2.5 Economic & Environmental Benefits to the Company

AI is transforming industries, including healthcare, by enhancing diagnostic accuracy, 
enabling personalized treatments, and accelerating drug discovery (Sreedharan et al., 2019; 
Antons & Breidbach, 2023). In the fashion industry, AI contributes to sustainability in several 
ways (Ramos et al., 2023):

Supply chain optimization: AI improves efficiency by optimizing procurement, 
manufacturing, and distribution processes. For example, Zara uses intelligent algorithms to 
enhance supplier collaboration and logistics management (Cao, 2024).

Sustainable design and sales: AI analyses trends and consumer preferences to create 
sustainable designs and personalized shopping experiences. Lululemon, for instance, uses AI 
to refine customer search queries and partners with Samsara Eco for textile-to-textile recycling 
(Indian Express, 2024; Lululemon, 2024).

Waste reduction: AI predicts waste generation and automates recycling processes. Stella 
McCartney collaborates with Google Cloud to improve sustainability in her supply chain 
(Computer Weekly, 2024).

Data analysis: AI-driven insights help companies forecast demand, optimize inventory, 



200

and reduce overstocking. H&M, for example, uses AI to minimize unsold clothing (Reuters, 
2019).

11.2.6 Social Benefits to the Consumer & Employee

AI plays a transformative role in enhancing social sustainability within the fashion 
industry by optimizing processes, promoting eco-friendly practices, and fostering deeper 
consumer engagement (Boston Consulting Group, 2024). Despite the growing adoption of AI 
tools, consumer awareness remains relatively low. According to Bain & Company (2024c), 
71% of customers reported being unaware of having used generative AI during their online 
shopping experiences, even though they had likely interacted with retailers employing such 
technologies. Despite this lack of awareness, consumers are optimistic about the potential of 
generative AI, with approximately half believing it holds significant or transformative promise. 
Shoppers prefer AI-driven features integrated into their shopping journeys, such as review 
summaries, over standalone tools. Additionally, consumers are willing to share personal data 
to enable AI-driven personalization, which can enhance customer service efficiency, especially 
in complex or challenging aspects of the shopping journey.

For employees in the fashion industry, AI contributes to social sustainability by promoting 
fair labour practices, enhancing supply chain transparency, and ensuring equitable treatment 
and compensation for workers (Comité Colbert & Bain & Company, Inc., 2024). AI systems 
can monitor compliance with labour laws, thereby reducing exploitation and improving 
working conditions. Furthermore, AI facilitates skill development by providing workers with 
opportunities to adapt to technological advancements, enhancing their employability and 
job satisfaction (Boston Consulting Group, 2024). By automating repetitive and physically 
demanding tasks, AI also reduces physical strain on workers, allowing them to focus on more 
skilled and creative activities (Rathore, 2019). This shift not only improves productivity but 
also enhances job satisfaction and overall well-being.

11.2.7 Risks and Concerns

Despite its potential benefits, integrating AI into the fashion industry is not without risks 
and ethical concerns. Yuval Noah Harari, a prominent historian and author, offers a cautionary 
perspective on the challenges posed by AI and highlights several critical issues:

AI and human agency: Harari warns that AI systems could undermine human autonomy 
by controlling the information individuals consume, potentially manipulating behaviour and 
eroding free will. This raises concerns about the ethical implications of AI-driven decision-
making processes (Gardels, 2025).

The future of work and inequality: The widespread adoption of AI and automation threatens 
to disrupt labour markets, potentially rendering many jobs obsolete. Harari cautions that this 
could exacerbate inequality, creating a divide between those who control AI technologies and 
those displaced by them (Cooper, 2021).

Ethical considerations in technology: Harari emphasizes the importance of embedding 
ethical principles into the development and deployment of AI technologies. Without a strong 
ethical foundation, technological progress may lead to unintended consequences that prioritize 
efficiency over human well-being (Thompson, 2023).

To address these concerns, it is essential to establish robust ethical AI governance 
frameworks that prioritize transparency, mitigate bias, and ensure accountability. Organizations 
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must also focus on safeguarding data privacy, engaging stakeholders, and investing in AI 
literacy to build trust and ensure compliance with ethical standards (KPMG, 2021). Adopting 
a human-centric approach to AI development, where technology aligns with societal values 
and responsibly augments human capabilities, is critical to mitigating risks and maximizing 
benefits.

11.2.8 Gaps in Literature

The academic exploration of AI’s impact on sustainability in the fashion industry reveals 
several significant gaps that require further investigation. These gaps include:

Unintended consequences of AI implementation: While existing research emphasizes the 
potential benefits of AI in advancing sustainability, there is limited academic attention on the 
unintended negative consequences of AI deployment. These include ethical dilemmas, labour 
displacement, and environmental impacts resulting from increased automation and reliance on 
AI technologies (Giovanola et al., 2023).

Empirical studies and real-world applications: A notable gap exists in empirical research 
that evaluates the real-world impacts of AI applications on sustainability outcomes in the 
fashion industry. Much of the current literature focuses on theoretical frameworks or conceptual 
models, with insufficient case studies or practical insights into successful AI implementations 
and their measurable effects on sustainability metrics (Santhanam & Khare, 2024).

Interdisciplinary approaches: There is a pressing need for interdisciplinary research that 
integrates technological, social, economic, and environmental perspectives. Current studies 
often narrowly focus on the technological aspects of AI, neglecting its broader implications for 
sustainability. This limits the understanding of how AI can be responsibly applied to achieve 
holistic and sustainable practices (Sahota, 2024).

11.2.9 Research Objective and Questions

This study aims to address these gaps by examining both the positive and negative 
implications of AI in the fashion industry through a comprehensive case study. The research 
seeks to answer the following questions:

•	 Research Question 1: Where is AI currently being applied in the fashion industry?
•	 Research Question 2: What are the near-term opportunities and challenges associated 

with AI adoption?
•	 Research Question 3: What are the longer-term vision and potential risks of AI in the 

fashion industry?

Through a real-world case study, this research explores AI’s current and future role in 
the fashion industry. The following sections present the research framework, analyze the case 
study findings, and examine research gaps, implications, and limitations.

11.3 Methodology and Framework

This study employs a qualitative case study methodology (Yin, 2018) to examine the 
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intersection of AI and sustainability initiatives in the fashion industry. The qualitative approach 
facilitates an in-depth understanding of AI implementation and its sustainability implications 
(Creswell & Poth, 2018), while the case study design enables detailed examination of this 
contemporary phenomenon within its real-world context (Yin, 2018). By focusing on a single 
fashion brand, this research provides comprehensive insights into the complexities of AI 
integration for sustainability purposes.

11.3.1 Data Collection Methods

Semi-structured interviews were conducted with 12 executives involved in AI and 
sustainability initiatives. Participants represented diverse functional areas: AI, sustainability, 
retail strategy, global guest innovation, localization, circularity innovation, global production, 
and creative direction. To ensure confidentiality, participants were assigned alphanumeric codes 
(ind_01 through ind_12). The initial interviews targeted the heads of sustainability and AI 
departments, with subsequent participants identified through interviewees’ recommendations. 
Data collection continued until theoretical saturation was achieved (Fontanella et al., 2011).

Interviews were conducted face-to-face between January 21 and February 14, 2025, 
averaging 30 minutes in duration. Verbatim notes were recorded and verified for transcription 
accuracy (Rodríguez et al., 2024). The semi-structured interview protocol explored four 
key areas: (a) current AI applications within specific domains, (b) perceived benefits and 
implementation challenges, (c) potential risks and ethical considerations, and (d) future 
vision for AI in fashion. Sample questions included “How does your department utilize AI to 
advance sustainability objectives?” and “What primary challenges have you encountered in AI 
implementation?” 

11.3.2 Data Analysis Procedures

Data analysis was conducted using Iramuteq software (Interface de R pour les Analyses 
Multidimensionnelles de Textes et de Questionnaires), which facilitates systematic text analysis 
through theme identification, keyword association, and linguistic pattern recognition (Mennani 
& Attak, 2024). The analysis proceeded in three phases (Carvalho et al., 2020: Rodríguez et al., 
2024; Souza et al., 2018):

1.	 Descending hierarchical classification (DHC): This method categorizes active words 
into lexical classes by segmenting and comparing context units based on lexeme content, 
identifying stable distributional patterns. 
2.	 Correspondence factor analysis (CFA): This technique generates graphical 
representations of word and class proximities derived from DHC, focusing on relational 
patterns rather than frequency counts. Analysis interpreted relationships along both horizontal 
and vertical axes.
3.	 Lexicographic analysis: This phase examined word frequency and distribution patterns 
within the text corpus through similarity analysis.

The research adhered to established ethical guidelines, with all participants providing 
informed consent prior to participation. Participants were advised of the study’s purpose, their 
right to withdraw, and measures ensuring anonymity and confidentiality.
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11.4 Discussion and Findings

This chapter presents an analysis of the interview data gathered from experts in the 
fashion industry. Key themes and insights were identified using Iramuteq. The findings are 
discussed in relation to the research questions guiding this study.

11.4.1 Results

The study included 12 respondents, with an equal gender distribution. The participants’ 
professional backgrounds were diverse: 4 (33%) had retail-related experience, 3 (25%) were in 
AI, 3 (25%) in production, and 2 (17%) in sustainability.

Descending Hierarchical Classification (DHC)

Data were processed using Iramuteq software, resulting in a corpus of 12 texts divided 
into 106 segments, with 78 segments (73.58%) used for analysis. The dendrogram (Figure 
1) visually represents the clustering of interview transcripts based on content, revealing six 
distinct classes. Each class represents a cluster of text segments sharing similar themes, with 
percentages indicating the proportion of text within each class. 

Theme 1: Operational efficiency and sustainability in production and retail. This theme 
encompasses Class 4 (18%) “customer experience and engagement,” Class 1 (15.4%) “supply 
chain and production,” and Class 5 (16.7%) “materials and sustainable practices.” These classes 
are interconnected with the operational facets of the business, where AI is deployed to enhance 
efficiency, minimize waste, and foster sustainability. The emphasis is on tangible elements 
such as materials, supply chains, and retail operations. 

Key areas include:
•	 Sustainable materials and recycling: AI helps source and develop sustainable raw 

materials, optimize recycling processes, and reduce waste.
•	 Supply chain optimization: AI improves production planning, reduces overproduction, 

and ensures the right products are available at the right time.
•	 Retail and customer experience: AI enhances guest interactions, supports educators in 

stores, and manages takeback programs for recycling or resale.

Theme 2: Innovation, brand development, and future planning. This theme includes Class 
6 (15.4%) “branding and content development,” Class 2 (20.5%) “future-oriented product 
development,” and Class 3 (14.1%) “AI and machine learning applications.” These classes 
concentrate on strategic and innovative business aspects, utilizing AI for future planning, brand 
enhancement, and identification of new opportunities. The focus is on data-driven decision-
making and leveraging AI to create value in marketing, product development, and customer 
engagement. 
Key areas of focus are:

•	 Brand development and content creation: AI helps train employees, develop brand 
strategies, and create high-quality content.

•	 Future planning and e-commerce: AI optimizes product assortments, improves website 
functionality, and enhances communication to align with future goals.
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•	 Machine learning and opportunity identification: AI identifies new opportunities, match-
es products to customer preferences, and drives innovation across the business.

Figure 1
Dendrogram illustrating the hierarchical clustering of interview transcripts based on 

thematic content.

Correspondence Factor Analysis (CFA)

The CFA (Figure 2) identified two primary factors, explaining 47.03% of the total variance 
(Factor 1: 25.36%, Factor 2: 21.67%). These factors represent underlying dimensions structuring 
the textual data. The spatial arrangement of terms on the CFA plot reveals relationships between 
themes. For example, the proximity of “innovation and technology” to “future-oriented product 
development” suggests a strong link between technological advancements and future planning. 
The dendrogram supports these interpretations by clustering related terms, such as “customer 
experience and engagement,” reinforcing the importance of this theme.
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Figure 2
Correspondence factor analysis (CFA) plot showing the relationships between key themes 

identified in the interview data.

Lexicographic Analysis

The similarity graph (Figure 3) illustrates relationships between words based on co-
occurrence, where nodes represent words and edges indicate association strength. Thicker lines 
indicate stronger associations, while thinner lines indicate weaker ones. Spatial arrangement 
provides clues to relationships, with closer words being more semantically related. The analysis 
highlights:

•	 Sustainability as a core value: The prominence of the “sustainability and materials” theme 
indicates that sustainability is a central value influencing decision-making.

•	 Data-driven retail: The “customer experience and retail” theme underscores leveraging 
data and technology to enhance customer experience and personalize interactions.

•	 AI-powered innovation: The “artificial intelligence and innovation” theme highlights the 
potential of AI and machine learning to drive innovation and improve efficiency.
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Figure 3

Similarity graph visualizing the co-occurrence relationships between words in the corpus.

11.4.2 Broader Implications and Future Outlook

The analysis of expert interviews using Iramuteq software provided valuable insights 
into the applications of AI in the fashion industry as well as associated opportunities. This 
effectively addressed research questions 1 and 2. However, efforts to explore longer-term visions 
and risks (Research Question 3) did not yield significant patterns. This may be attributed to a 
generally positive outlook on AI adoption among interviewees that potentially overshadowed 
discussions on future risks; insufficient emphasis on eliciting perspectives on potential long-
term hazards; or limitations in data analysis methods to capture speculative responses. In fact, 
most interviewees often appeared not to have thoroughly considered long-term implications.

The Dark Side: Potential Risks and Challenges of AI Integration

Despite optimism regarding AI’s potential for enhancing sustainability within companies’ 
development teams, there remains concern about producing products that perfectly meet customer 
desires at optimal times via appropriate platforms—potentially leading to overconsumption. 
For instance, “the customer may find it lovely that she buys it but doesn’t wear it... Customers 
may keep seeing great things [and] would give an exaggerated signal of an ideal situation: this 
is what I need but would never wear” (Personal communication, February 14, 2025).

Interviewees from retail-related fields expressed hesitation about adopting AI due to fears 
about its impact on employment stability: Ind_04 noted apprehension stating: “I am afraid of 
AI [and] afraid of the future” (Personal communication, January 23, 2025). Ind_12 highlighted 
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concerns regarding automation replacing human roles: “DeepSeek reaches a critical point. 
Now AI can replace us. Many industries will be replaced” (Personal communication, February 
14, 2025). To mitigate these risks through future-proofing strategies involves identifying core 
creativity as a competitive advantage for companies aiming not to fall behind if they do not 
adopt quickly enough.

The Bright Side: Long-Term Vision and Opportunities Enabled by AI
AI also presents a bright future unlocking many possibilities. Ind_09 referenced a 2019 

article where Levi’s CEO envisioned a tech-integrated experience using AI, facial recognition, 
and customer data to personalize shopping (Petro, 2019). Upon entering a store, the system 
would recognize customers (with consent), access their purchase history, and suggest tailored 
products. Virtual prototypes (e.g., AR try-ons) could replace physical inventory, with items 
shipped directly to customers, reducing in-store inventory costs and merging online convenience 
with in-person engagement (Personal communication, January 22, 2025). The argument was 
that brick-and-mortar stores would remain relevant but must evolve, focusing on emotional 
connections uniquely fostered in physical stores.

Another possibility lies in the supply chain. Ind_07 shared a vision of an AI-enabled 
sustainable world where millions of user reviews on digital platforms are leveraged to identify 
the properties of the perfect fabric (Personal communication, January 23, 2025). This future 
involves reverse-engineering to create this fabric from waste materials or creating a closed 
loop with textile-to-textile recycling. As Ind_07 noted, “AI can save the day, and it takes some 
radical shift in thinking” (Personal communication, January 23, 2025). 

The common thread between these visions is the importance of emotional connections 
and the human touch, which AI could help amplify and preserve while pursuing a more 
sustainable future for the fashion industry. While technology continues to advance rapidly, 
successful implementation will require maintaining a delicate balance between automation and 
personal interaction. This means designing AI systems that enhance rather than replace human 
relationships, ensuring that technological innovations serve to strengthen the emotional bonds 
between brands and their customers. The key lies in viewing AI not as a replacement for human 
interaction, but as a tool to create more meaningful and personalized experiences that celebrate 
the irreplaceable value of human connection.

11.5 Conclusion and Recommendations

This study explored the multifaceted role of AI in driving sustainability within the fashion 
industry, addressing three key research questions: (1) current applications of AI, (2) near-term 
opportunities and challenges, and (3) long-term visions and risks. The findings reveal that AI 
is actively deployed across multiple domains, from supply chain optimization and sustainable 
design to customer engagement and waste reduction. Near-term opportunities include enhanced 
operational efficiency, personalized customer experiences, and improved resource management. 
However, challenges such as the potential for overconsumption, job displacement, and ethical 
concerns related to data privacy and algorithmic bias must be carefully addressed.

While the interviews provided valuable insights into current applications and near-
term opportunities, exploring longer-term visions and risks proved more challenging. Many 
interviewees expressed optimism about AI’s potential but had not thoroughly considered the 
long-term implications. This highlights a critical need for proactive and strategic planning to 
mitigate potential negative consequences and ensure that AI is used responsibly to promote 
sustainable practices.
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11.5.1 Strategic Recommendations

To harness AI’s potential for accelerating sustainability in the fashion industry, the 
following recommendations are proposed:

Every brand plays a role: As noted by Ind_01, sustainability requires contributions from 
every player in the industry (Personal Communication, January 27, 2025). For instance, while 
Muji may excel in cotton sourcing, H&M may lead in take-back programs. It is essential to 
democratize and encourage widespread adoption of AI-driven sustainability initiatives across 
all fashion brands, regardless of size or market segment. This can be facilitated through industry 
collaborations, knowledge sharing, and the development of open-source AI tools and resources.

Be the first but not the only: According to Ind_08, Lululemon strives to be a pioneer in 
investing in innovation without needing to be the exclusive owner of the technology (Personal 
Communication, January 23, 2025). For example, Lululemon invests in developing textile-to-
textile recycling with Samsara and encourages other brands to benefit from this initiative. The 
aim is to share knowledge with industry players and scale the impact.

Harness data to preserve the human touch: As advised by Ind_07, it is crucial to leverage 
AI to analyse vast amounts of data for personalizing customer experiences and optimizing 
supply chain operations while prioritizing the human touch (Personal Communication, January 
23, 2025). 

11.5.2 Limitations

This study has several limitations that should be considered when interpreting its findings. 
First, the research is based on a single case study, which limits the generalizability of the 
results. Future research should include multiple case studies across different types of fashion 
brands to provide a more comprehensive understanding of AI’s impact on sustainability. 
Second, data were collected through semi-structured interviews that may be subject to response 
bias. Although efforts were made to ensure confidentiality and encourage honest responses, 
participants may have hesitated to express negative views about AI or fully disclose potential 
risks. Third, this study primarily focused on the perspectives of executives within the fashion 
industry. Future research should incorporate views from other stakeholders such as consumers, 
employees, and policymakers to provide a more holistic perspective.

11.5.3 Future Research

To build upon the findings of this study and address the identified limitations, future 
research should focus on the following areas:

Longitudinal studies:  Conduct longitudinal studies to track the long-term impacts of 
AI implementation on environmental and social outcomes in the fashion industry. This will 
provide valuable insights into the effectiveness of AI-driven sustainability initiatives and help 
identify any unintended consequences.

Ethical frameworks: Develop comprehensive ethical frameworks for the development and 
deployment of AI in the fashion industry. These frameworks should address issues such as data 
privacy, algorithmic bias, and labour displacement, and should be developed in consultation 
with diverse stakeholders.
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Consumer behaviour: Investigate the impact of AI-driven personalization on consumer 
behaviour and its implications for sustainable consumption. This will help identify strategies to 
encourage responsible purchasing decisions and reduce overconsumption.

These research directions will contribute to a more sophisticated understanding of AI’s 
potential in driving sustainable transformation within the fashion industry. The integration 
of AI in fashion sustainability requires careful consideration of human factors, maintaining 
equilibrium between technological advancement and personal interaction that consumers 
value (Rathore, 2019). While AI presents significant opportunities for advancing sustainability 
initiatives in the fashion industry, maintaining human-centric approaches remains paramount 
for ensuring meaningful connections with consumers, fostering trust, and creating lasting 
positive impact in the fashion ecosystem.
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Abstract

This research explores the ethical dilemmas of implementing artificial intelligence (AI) in 
businesses and discusses the ethical principles required to address them. This chapter explores 
the role of ethical considerations in the responsible deployment of AI. It utilizes qualitative 
research methods, including a systematic literature review on AI and ethics and expert 
interviews. The literature analysis highlights several key ethical dilemmas associated with 
AI, including privacy violations, biased decision-making, responsible AI usage, intellectual 
property rights, and challenges in monitoring AI applications, among others, that arise from 
AI implementation and its effects on businesses. Although there are currently no guidelines 
for the ethical implementation of AI, the analysis suggests the potential to create distinct 
guidelines that can incorporate ethical principles into AI applications, assisting organizations 
in addressing the identified dilemmas. The dynamic nature of AI technology and socio-
economic development necessitates longitudinal research. Future studies should examine these 
broader societal implications to grasp AI’s influence on business and society. AI applications 
in business processes, product design, services, and governance raise ethical dilemmas. The 
authors offer unique insights by exploring the complex relationship between the ethical 
challenges of AI implementation and the imperative for business innovation and sustainability. 
Understanding and applying these insights may help organizations achieve their goals by 
providing more trustworthy and socially acceptable AI-driven products and improving AI-led 
business processes. This study offers valuable insights for academics, industry leaders, and 
policymakers seeking to promote responsible and sustainable AI deployment by adhering to 
ethical principles in its application.

Keywords: AI ethical dilemmas, AI accountability, Ethics principles, AI ethics, Sustainable AI;
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12.1 Introduction

This chapter centers on the responsible and ethical implementation of AI, highlighting 
the challenges and primary limitations of applying AI ethical principles in business practices 
to address ethical dilemmas in AI usage. The ever-increasing application of AI in business and 
the growing trend of its integration into various aspects of our lives—from social platforms to 
smart home devices—profoundly affect our daily lives by shaping our choices, often in ways 
we may not fully comprehend. According to the OECD, AI research publications can proxy for 
a country’s AI development. China accounts for 22% of global AI publications, while the EU 
stands at 14%, followed by the US at 11%. Between 2022 and 2023, the number of AI incidents 
reported in the media surged by approximately 1278%, coinciding with the mainstreaming of 
generative AI (OECD, 2024).

Ethical issues related to AI are evolving and require close attention from different 
stakeholders. Overcoming ethical dilemmas in AI development and implementation requires 
understanding and integrating ethical principles into practice. The chapter’s discussion is based 
on the findings of the literature review and interviews with industry experts on solutions to 
overcome ethical dilemmas in AI applications. The focus is on overcoming ethical dilemmas 
caused by AI implementation by following AI ethical principles and integrating AI ethics 
considerations throughout the AI system lifecycle in decision-making, governance, and 
management. 

12.1.1 Methodology

This chapter employs a qualitative research methodology grounded in existing literature 
and thematic analysis. The literature review encompasses scholarly articles, industry reports, and 
guidelines on AI ethics. The thematic analysis identifies key themes, categories, and concepts 
related to the implementation of AI ethics. The expert interviews highlight the challenges and 
best practices in applying AI ethics.

12.2 Literature Review

A growing body of literature on ethical dilemmas highlights various aspects of AI 
ethics. Several authors state that AI models can perpetuate or amplify biases present in the 
training data, leading to discriminatory outcomes (e.g., racial bias in facial recognition or 
hiring algorithms (Wei & Zhou, 2022), (Olatoye et al., 2024), (Martin & Galaviz, 2022)). AI’s 
reliance on massive datasets risks infringing on individual privacy, enabling mass surveillance 
or data misuse (Huang et al., 2023), (Ivchyk & Shmatko, 2024). Other scholars note that AI 
systems lack transparency, making it difficult to understand how decisions are made (Ivchyk 
& Shmatko, 2024), (Akinrinola et al., 2024). Some authors suggest that clarification is needed 
regarding who holds responsibility when AI causes harm: developers, users, or the AI itself 
(Jobin et al., 2019), (Stahl, 2023). Over-reliance on AI undermines human decision-making 
skills and autonomy, another ethical dilemma that requires attention (Eflova et al., 2023), 
(Singh & Shah, 2024), (Bubicz & Ferasso, 2024). AI-driven automation threatens jobs and 
exacerbates economic disparities, raising ethical concerns (Olatoye et al., 2024), (Ikkatai et 
al., 2022), (Farzin & Samerie, 2023). Unpredictability presents another ethical concern in the 
use of AI. AI systems can be hacked, misused, or behave unpredictably (Wei & Zhou, 2022), 



215

(Huang et al., 2023), (Ayling & Chapman, 2021); thus, the consequences of using AI are often 
unforeseen. This complexity leads to numerous issues that scholars, professionals, and society 
at large must address. Many authors question AI’s contribution to sustainable development, 
as training large AI models consumes vast amounts of energy, thereby contributing to climate 
change (Bolte & Wynsberghe, 2024), (Huang et al., 2023), (Shkalenko & Nazarenko, 2024). 
Ethical dilemmas also arise from the challenge that users often unknowingly provide data to 
train AI systems (Gunn & Rosas, 2024), (Ikkatai et al., 2022), (Singh & Shah, 2024). Some 
authors express concern that while AI is intended for societal benefits, it can also be weaponized 
(for example, generative AI creating deepfakes) (Hagendorff, 2020), (Ivchyk & Shmatko, 
2024), (Huang et al., 2023).

12.2.1 Summary of Research and Research Gaps 

A significant body of research is dedicated to formulating ethical principles and guidelines 
for AI development and deployment. Research shows that implementing ethical use of AI 
depends on organizational factors such as leadership support, resource availability, and employee 
training (Ali et al.,2023).  There is a growing awareness of ethical AI usage, as evidenced by 
the increasing number of developed AI ethical guidelines (Wei, 2022). Numerous organizations 
from different sectors, such as Google, IBM, Microsoft, DELL, Pfizer, and Lockheed Martin, 
among others, have published their policies for the ethical usage of AI, typically highlighting 
the ethical principles to be followed in decision-making in AI applications.

Although there is no universal understanding of how many ethical principles can be applied 
to address ethical dilemmas, researchers agree on the following five general ethical principles: 
responsibility and accountability, privacy, transparency, fairness, and non-maleficence (Jobin, 
2019). However, in addition to these principles, new ones have recently emerged, such as 
societal and environmental well-being (Inter-Parliamentary Union, 2025), (Olatoyeet et al., 
2024), sustainability (Bolte & Wynsberghe, 2024), democratic control and governance (human 
oversight) (Huang et al., 2023), (Singh & Shah, 2024), and freedom and autonomy (Jobin et al., 
2019). There are variations in the interpretation and implementation of these ethical principles, 
indicating that research in ethical studies is still evolving. There is a lack of consensus on the 
interpretation and implementation of these ethical principles in decision-making. The new field 
of AI ethics has recently emerged and is developing rapidly. While there exists a substantial 
body of research on AI ethics, significant gaps remain in translating general ethical principles 
into practical actions to address ethical dilemmas regarding the responsible use of AI (Adeyelu 
et al., 2024), (Hagendorff, 2020), (J. Ali et al., 2023). 

The World Economic Forum (WEF) suggests the following ethical AI principles 
divided into two groups: epistemic principles and general ethical AI principles. The epistemic 
principles constitute the prerequisites for investigating AI ethicality and represent conditions 
of knowledge that enable organizations to determine whether an AI system is consistent with 
ethical principles. They include such principles as interpretability (explainability, transparency 
and provability), reliability, robustness and security.  Interpretability means that an AI system 
should be able to explain its model decision-making overall and what drives an individual 
prediction to different stakeholders.  Reliability, robustness and security mean that AI systems 
should be developed to operate reliably over long periods using the right models and datasets. 
According to the WEF, the general ethical principles of AI are accountability, data privacy, 
lawfulness and compliance, beneficial AI, human agency, safety, and fairness (World Economic 
Forum, 2021).  

These general ethical AI principles above are coherent with ethical principles such as 
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responsibility, accountability, privacy, transparency, fairness and non-maleficence. They are 
adapted to the AI application context. 

Research in AI ethics emphasizes the “black box” nature, indicating that the workings of 
AI are not visible or comprehensible to users (Huang et al., 2023). This represents a crucial area 
of investigation that should concentrate on identifying and mitigating bias. While numerous 
AI ethics guidelines are available, there remains a gap in understanding their effectiveness and 
their impact on human decision-making. There is an absence of longitudinal studies on the 
long-term effects of AI on society and on how AI is altering our actions over time. A research 
gap persists in analyses of power structures and other structural influences that give rise to 
ethical issues in AI development and implementation. Consequently, clear guidelines for the 
application of ethical principles in AI are essential. 

12.2.2 Application of Principles of Ethics in AI Context

Further explanation of ethical principles is needed to understand how to overcome ethical 
dilemmas caused by AI implementation by applying them.

Responsibility and accountability - The significance of accountability in AI systems is 
emphasized in various sources (Olatoye et al., 2024), (Huang et al., 2023), (Akinrinola et al., 
2024). If an AI system fails, there ought to be a mechanism to hold someone responsible, be it 
the designer, developer, or company (Huang et al., 2023). Measures should be established to 
ensure responsibility and accountability for AI systems and their outcomes, prior to and after 
implementation (Huang et al., 2023). AI systems must be auditable, and those in charge of AI 
systems should be accountable for the system’s behaviors and decisions and, consequently, 
responsible for any harm caused (Lane, 2023).

Social responsibility in AI extends beyond technical aspects, and companies should 
priorities ethical considerations alongside business objectives and long-term implications 
(Olatoye et al., 2024), (Ivchyk & Shmatko, 2024), (Adeyelu et al., 2024). Frameworks for 
accountability involve clarifying the roles and responsibilities of stakeholders, including 
developers, organizations, and regulatory bodies (Akinrinola et al., 2024). The question of 
who is responsible for AI systems is complex, with possible actors including developers, users, 
owners, regulators, or the system itself. It is crucial to clarify legal liability and the attribution 
of responsibility for AI (Sthal, 2023). 

AI actors must ensure they are accountable for the design and implementation of AI 
systems in such a way that personal information is protected throughout the life cycle of the AI 
system. This directly links accountability with the necessity for privacy impact assessments, 
emphasizing the importance of safeguarding personal information when employing AI 
systems (United Nations Educational, Scientific and Cultural Organization (UNESCO), 
2022). The attribution of decision-making in AI systems presents challenges when trying to 
assign responsibility for actions or consequences. Unlike human decision-makers, AI lacks 
consciousness and intentionality, complicating the allocation of accountability (Akinrinola et 
al., 2024).  

Economic incentives can easily override a commitment to ethical principles and values, 
suggesting that the purposes for which AI systems are developed and applied may not align 
with societal values or fundamental rights (Hagendorff, 2020; Bolte & Wynsberghe, 2024). 
Consequently, integrating ethical principles into AI systems is essential for ensuring that 
service enhancement aligns with ethical norms (Huang et al., 2023). To implement ethical 
AI principles effectively, a concerted effort is required from all AI stakeholders, including 
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policymakers, technologists, ethicists, and end-users (Jobin et al., 2019).
Ethical principles and values are the starting point for trust in AI (Brendel et al., 2021) 

and form the basis for the regulation and certification of systems based on AI (Munoko et al., 
2020). That emphasizes that the development of AI should serve society and not violate ethical 
norms (Groșanu et al., 2024).

Responsibility and accountability in AI mean having comprehensive mechanisms to 
determine who is responsible for AI actions. This extends beyond merely identifying culpability. 
It also involves ensuring ethical development and establishing mechanisms for oversight. That 
includes establishing clear lines of responsibility for various stakeholders involved in the AI 
lifecycle, which necessitates a holistic framework that promotes responsibility and the ability 
to address outcomes.    

 Privacy - As businesses create substantial data, responsible data handling and robust data 
privacy and security become critical ethical considerations for AI. Protecting individual privacy 
rights is a central tenet of ethical AI applications (Olatoye et al., 2024), (Bubicz & Ferasso, 
2024). Privacy is a value to be cherished and a right that demands protection. This concept is 
frequently explored in data protection and security (Jobin et al., 2019). Data protection must be 
integrated into every stage of an AI system’s development and operation. Addressing privacy 
concerns requires a strong ethical foundation and clear legal guidelines for responsible AI use 
(United Nations Educational, Scientific and Cultural Organization (UNESCO), 2022).

Technical solutions such as differential privacy, privacy by design, and data minimization 
are suggested for achieving privacy (Huang et al., 2023). Transparency and access to information 
must be balanced with the right to privacy (Lane, 2023). However, the drive to “unbiased” 
AI by using ever-larger, more diverse datasets may contradict the ethical principle of giving 
individuals greater control over their data and its use to safeguard their privacy and autonomy 
(Jobin et al.,2019).

The ability of AI to learn from and combine large datasets presents significant privacy risks 
(Stahl, 2023, p.2). AI systems can collect, analyze, and utilize personal data in unprecedented 
ways, creating an increased necessity to protect individuals from unwarranted surveillance 
and data exploitation (Olatoye et al., 2024). Adhering to data privacy standards and obtaining 
informed consent from users is crucial for ethical AI development and deployment (Adeyelu et 
al., 2024), (Gunn-Rosas, 2024), (Singh & Shah, 2024), (Huang et al., 2023).

Privacy concerns are paramount with AI-driven social media technologies, as these 
systems often collect and store vast user data. Collecting and storing this data without explicit 
consent can violate privacy and raise concerns about unauthorized access and surveillance 
(Oladele et al., 2024). Many AI systems function as “black boxes,” making understanding their 
decisions and how personal data is used is challenging. This lack of transparency can hinder 
efforts to identify and mitigate bias, eroding user trust (Ivchyk & Shmatko, 2024, p. 65). Users 
often lack control over their data once collected, rendering them vulnerable to potential misuse 
and privacy breaches (Oladele et al., 2024). Privacy in the context of AI is a critical ethical 
consideration, encompassing the protection of individual rights; businesses must priorities 
privacy by implementing robust safeguards that respect user control over their data. The 
increasing prevalence of AI applications in various domains has highlighted the imperative of 
data privacy and security (Khan & Mer, 2023).

Transparency - It is impossible to build stakeholder trust without transparent AI algorithms 
and decision-making processes. To maintain public trust and operate ethically, businesses 
using AI must priorities transparency and ensure that their AI decision-making processes are 
comprehensible.

An evolved perspective on transparency, surpassing mere technical interpretability, 
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requires an understanding of AI decision-making processes and a rigorous evaluation of the 
justifiability and rationality that underpin the entire AI lifecycle, from design and implementation 
to the resulting outcomes (Huang et al., 2023). This aspect of transparency insists that the 
design and implementation choices of AI systems are reasonable, ethically sound, aligned with 
societal values, and justifiably transparent, enabling stakeholder scrutiny and appraisal of the 
system’s objectives and underlying rationale (Huang et al., 2023), (Olatoye et al., 2024), (Lane, 
2023).  

Transparency encompasses the visibility of the AI system’s processes, alongside the 
justification and rationale behind its design, implementation, and resultant outcomes (Martin 
& Galaviz, 2022; Jobin et al., 2019). The inherent opacity in the decision-making processes of 
many AI systems, often referred to as their “black box” nature, presents a significant ethical 
challenge that undermines accountability and reduces user confidence (Akinrinola et al., 2024; 
Ivchyk & Shmatko, 2024).

AI systems, particularly those utilizing machine learning, often suffer from inscrutability—
meaning their internal workings are difficult to comprehend even with access to the model 
itself—and non-intuitiveness—meaning their decision-making relies on complex, non-obvious 
statistical relationships (Ferrario et al., 2020).

For responsible corporate AI practices, open communication regarding AI strategies and 
decision-making is essential, including clear explanations of the model’s reasoning, the factors 
it takes into account, and the relative significance assigned to each (Akinrinola et al., 2024).

Open communication plays a dual role: addressing concerns about the “black box” nature 
of AI algorithms that obscure decision-making and enabling public understanding of AI system 
implementation (Lane, 2023), (Farzin & Samerie, 2023).

Explainable AI (XAI) fosters a better understanding of AI systems, whereas open data 
sharing improves transparency and reduces bias (Akinrinola et al., 2024).

Increased information disclosure and transparency are essential for fostering trust in AI, a 
principle extensively addressed in AI ethics that greatly impacts other ethical practices (Bubicz 
& Ferasso, 2024).

Fairness - In AI, fairness pertains to whether an AI algorithm treats different groups of 
people equally; justice, on the other hand, refers to ensuring that the system for allocating goods 
or resources does not harmfully benefit fortunate groups (Martin & Galaviz, 2022). Given the 
potential to perpetuate and amplify existing societal biases, which can lead to discriminatory 
outcomes, fairness in AI algorithms remains a crucial concern in AI ethics, necessitating careful 
attention to data, algorithm design, and ongoing monitoring (Adeyelu et al., 2024).

AI systems learn from data; if that data contains biases, the AI can perpetuate those 
biases (Ivchyk & Shmatko, 2024). This is a significant concern because AI systems can decide 
or categorise individuals based on inappropriate criteria (Stahl, 2023). Moreover, AI systems 
can reinforce stereotypes and make biased decisions, leading to unequal access and treatment 
(Farzin & Samerie, 2023). This highlights that AI systems must not treat individuals as mere data 
subjects, but rather as people with unique circumstances (Hagendorff, 2020). For AI systems 
operating in critical domains such as credit scoring, criminal justice, education, and hiring, 
transparency and fairness are essential preconditions for ethical operation. Their absence risks 
engendering discriminatory outcomes, exemplified by the restriction of financial resources for 
marginalised communities, the perpetuation of biased policing practices, the creation of unjust 
student assessments, or the obstruction of diverse workforce development (Akinrinola et al., 
2024 ; Ivchyk & Shmatko, 2024).

AI systems can perpetuate and amplify societal biases and discrimination, exacerbating 
inequality and harm to specific groups (Bolte & Wynsberghe, 2024). AI, particularly machine 
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learning algorithms, learns from training data. If this data reflects existing biases, the AI will 
replicate and worsen those biases. This can occur in various contexts, such as mortgage approval 
programmes or facial recognition training predominantly on white men (Martin & Galaviz, 
2022). AI biases often disproportionately impact underrepresented groups, intensifying existing 
inequalities (Bolte & Wynsberghe, 2024). As AI systems can be designed to subtly influence 
user behaviour, some sources express concern that this may undermine individual worth as 
human beings (Eflova et al., 2023). AI systems must be developed with inclusivity and equity 
in mind, actively preventing the perpetuation of biases present in data. It is crucial to maintain 
ethical vigilance, ensuring that the pursuit of efficiency in AI does not overshadow fundamental 
human values such as fairness, accountability, and privacy.

Non-maleficence - In AI ethics, non-maleficence is a fundamental principle that ensures 
AI systems do not cause or worsen harm, implemented through safety, security, and robustness 
measures (Huang et al., 2023). According to the research findings, AI safety necessitates 
prioritizing human safety, dignity, and both physical and mental integrity by preventing 
harm (including discrimination, privacy violations, and bodily harm) and ensuring secure 
operation (Huang et al., 2023; Jobin et al., 2019). Security involves protecting AI systems from 
vulnerabilities and attacks to safeguard humans, the environment, and ecosystems (Huang et 
al., 2023; United Nations Educational, Scientific and Cultural Organization (UNESCO), 2022). 
Huang et al. (2023) assert that robustness is a critical component of responsible AI, alongside 
accountability, liability, fairness, and explainability, and is essential for avoiding harmful 
outcomes (Huang et al., 2023).

Guided by the principle of non-maleficence, AI ethics mandates a systematic approach 
to risk management throughout the entire lifecycle of AI systems. This approach includes 
identifying and assessing potential harms (safety, security, robustness), implementing activities 
for mitigation and prevention, monitoring AI operations on an ongoing basis, and establishing 
redress mechanisms for any harm that arises (Jobin et al., 2019; United Nations Educational 
Scientific and Cultural Organization (UNESCO), 2022; Huang et al., 2023; Chettiar & Prof. 
Jish Joy, 2024). 

Human oversight is the concept and ethical principle of ensuring that humans maintain 
control and responsibility over AI systems and their outcomes (Huang et al., 2023; United 
Nations Educational, Scientific and Cultural Organization (UNESCO), 2022). AI systems gain a 
crucial layer of control by incorporating human oversight through Human-in-the-Loop (HITL) 
approaches. This allows for the identification of potential biases and consideration of ethical 
implications, ultimately leading to more robust, reliable, and trustworthy AI decision-making 
(Akinrinola et al., 2024). By extending this principle, continuous monitoring of AI systems 
should also be deeply integrated with HITL. By actively involving stakeholders, including end-
users and experts, in the oversight process, we can ensure that AI systems remain aligned with 
human values, ethical considerations, and desired outcomes (Anjum et al., 2023). Additionally, 
the European Commission has established guidelines for trustworthy AI, mandating human 
oversight by emphasizing human autonomy and decision-making while ensuring that humans 
retain ultimate control over AI and autonomous systems (Ivchyk & Shmatko, 2024). HITL may 
increase users’ trust in AI systems because they know humans are involved. However, if human 
oversight is minimal or poorly implemented, it could provide a false sense of security. From 
the perspective of analyzing this term throughout research, HITL should be integrated into AI, 
particularly in all critical decision-making processes. This leads to humans assuming unlimited 
control and responsibility for AI decision-making. Humans should always be responsible for 
AI, as they are the designers and developers (Jobin et al., 2019).

Sustainability—The concept of Sustainable AI addresses two interconnected dimensions: 
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using AI to advance global sustainability goals and ensuring the sustainability of AI systems 
themselves. Sustainable AI requires a holistic approach that considers both the benefits and 
risks of AI and ensures that its development and deployment are environmentally responsible.

 There is growing recognition that the environmental impact of AI is significant, including 
carbon emissions from training AI models and the effects of AI hardware on the environment 
(Bolte & Wynsberghe, 2024). A structural approach is necessary to identify ethical issues 
related to AI on a broader scale, often involving an examination of the power structures that 
hinder the uncovering of these issues (Bolte & Wynsberghe, 2024). 

The increasing emphasis on long-term sustainability and social responsibility, moving 
beyond traditional finance, necessitates an interdisciplinary approach to sustainable IT. This 
approach draws upon knowledge from technology, ecology, social sciences, and management 
to address the complex challenges of our time (Shkalenko & Nazarenko, 2024). AI applications 
must be developed and used responsibly to reduce energy consumption and environmental 
impact (Jobin et al., 2019).

Companies are being asked to create policies to ensure accountability regarding potential 
job losses from AI and to use sustainability challenges as opportunities for innovation (Jobin 
et al., 2019).

12.3 Discussion and Findings

Five experts were interviewed to gather diverse perspectives on the ethical dilemmas 
arising from implementing AI and the approaches for overcoming them. The selection 
prioritized individuals with proven experience and deep knowledge in their respective fields. 
Crucially, the focus was on practitioners actively engaged with AI in real-world settings, 
particularly in leadership roles such as department heads, leading researchers, and association 
presidents, aimed at capturing strategic insights. This multi-faceted approach, drawing 
from various sectors, including telecommunications, technology, language technology, and 
the non-governmental sector, sought to provide a comprehensive understanding of AI. The 
interview results summarized the experts’ views on addressing biases in AI systems, enhancing 
transparency, data privacy concerns, accountability, job threats, developing resilient AI, 
overreliance, and AI sustainability.

12.3.1 Biases in AI 

The literature analysis’s findings show that addressing biases in AI systems, particularly 
those originating in training data, is essential for building trustworthy and equitable AI systems. 
A significant concern is that AI models can learn and even worsen existing biases in the data 
they are trained on, which poses a substantial ethical dilemma in decision-making. 

Interviewed experts agree that addressing these biases will ensure that AI systems are fairer 
and more equitable. Experts highlighted several key approaches to identifying and reducing 
bias, particularly those originating from training data, emphasizing that the data used to train 
AI is critical. A fundamental principle is thoughtful data selection. They recommend using 
datasets that accurately represent real-world diversity, including demographics, geographic 
regions, and social situations. Furthermore, experts advise regularly auditing datasets to find 
and address biases within the training data itself.

Beyond data, experts stress the need for ongoing monitoring and testing of AI models. 
This includes implementing routine audits to detect biases in the data and in the AI model’s 
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outputs. They suggest using established methods and metrics available to the public for 
bias testing. Stress-testing models with unusual or extreme scenarios are also crucial to 
uncover discriminatory behaviors that might not be obvious in typical use cases. To ensure a 
comprehensive review, experts recommend forming diverse panels of reviewers to assess AI 
decisions before they are put into practice, allowing for correcting biases. Furthermore, long-
term evaluations involving end-users in group audits and stress tests are vital for real-world 
bias detection.

Experts also acknowledged the practical challenges. They pointed out that identifying 
and mitigating bias is an ongoing process, and even auditing can be subjective, raising the 
question of “the bias of the auditor?” However, in cases where unacceptable levels of bias 
are found, experts recommend a process of iterative refinement. This involves expanding or 
improving the training data and carefully adjusting the AI model to specifically reduce the 
identified bias. It is also advisable to check for biases early in the development process, such as 
when building a “Proof of Concept,” potentially through questionnaires. 

12.3.2 Transparency in AI 

The literature review reveals that transparency in AI raises significant questions, 
particularly ensuring that AI systems become more understandable. Specifically, the experts 
were asked whether applying transparency as an ethical principle in AI decision-making can 
help overcome this opacity. If so, how would you implement such transparency?

Experts generally agree on the importance of enhancing AI transparency, although 
they recognize that achieving complete transparency may be challenging due to the inherent 
complexity of advanced AI models and the competitive pressures within the AI industry. Despite 
these challenges, experts advocate for measures to improve transparency. They emphasize 
that responsible AI developers play a crucial role, which includes the obligation to provide 
technical details about the development of their models, such as information regarding training 
data and the methods used to enhance performance and address safety concerns. Experts also 
underscore the necessity of informing users when interacting with AI systems and, where 
possible, providing access to the rationales behind AI-driven decisions.

Furthermore, they recommend utilizing techniques that make AI decisions more 
interpretable, even for non-experts. Clear documentation detailing how AI models are trained 
and make decisions is also essential. Providing the source of information used by AI and 
educating users on how answers are generated are regarded as important steps towards building 
trust and understanding. Some experts even suggest demonstrating the AI’s “thought process” 
in a manner easily understandable to humans, for instance, by showing how it searches for 
information and constructs its outputs. Linking model outputs to the relevant source material 
is further recommended to enhance clarity and enable users to verify the basis and validity of 
the AI’s conclusions. Adopting industry-wide transparency standards, such as those outlined in 
the EU AI Act, is also considered a valuable step towards establishing a common framework 
for transparency. They pointed out that the highly competitive nature of the commercial AI 
sector might make model developers reluctant to publicly release all detailed information about 
their proprietary models. Experts note that even with complete knowledge of the training data, 
techniques, and model parameters, the reasoning processes within large, complex AI models 
may remain intrinsically difficult to explain intuitively and understandably.

Given these limitations on achieving transparency, experts suggest shifting the focus to 
the application side of AI. This involves rigorously checking for critical risks associated with 
specific AI applications. To enhance understanding, experts recommend utilizing Explainable 
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AI (XAI) tools, carefully tracking data to identify and mitigate biases, and thoroughly 
documenting the decision-making process.

12.3.3 Data Privacy

Based on the analysis of the literature, opaque data collection often raises significant 
concerns regarding data privacy, particularly given the immense data requirements of many 
AI models. Experts agree on a multi-faceted approach to ensure data privacy in AI systems. 
A fundamental principle is data minimization: experts consistently advocate for collecting 
only the data that is strictly necessary for AI training. Alongside this is the crucial step of 
anonymization and pseudonymization, highlighting the removal of directly identifying 
information from datasets. Techniques such as differential privacy, which involves adding 
controlled noise to datasets, are also recommended to further conceal individual identities and 
prevent re-identification.

Legal and technical safeguards are considered essential. Experts strongly recommend 
adhering to established privacy frameworks such as GDPR and CCPA, as well as implementing 
strong encryption techniques to protect data during both storage and transmission. In addition 
to these fundamental measures, transparency and user consent are emphasized as critical.

To address the risks associated with centralized data collection, experts propose exploring 
decentralized approaches, such as federated learning, which enables AI model training without 
requiring central data aggregation. Furthermore, implementing technical constraints that limit 
applications’ ability to collect excessive personal data is considered an essential protective 
measure.

In addition to technical and legal solutions, experts also emphasize the necessity of 
governance and oversight. This involves conducting regular audits and special assessments, 
particularly for high-risk AI applications, and establishing accountability measures such as 
ethics committees. The integration of privacy into AI development – a principle known as 
“privacy by design” – is strongly advocated.

While broadly aligned, some nuances and challenges were acknowledged. One expert 
expressed uncertainty regarding the “best” answer, and it was noted that data privacy concerns 
extend beyond AI systems to include any system accessing user data, highlighting the pervasive 
nature of this challenge in the digital age.

12.3.4 Accountability in AI 

The question of who is truly at fault in the application of the accountability principle in 
AI design and application—the developers who create AI, the users who deploy it, or even 
the AI itself—lacks a straightforward answer. This ambiguity stems from the intricate nature 
of AI systems and their development processes, making the assigning and distributing of 
responsibility a significant ethical dilemma.

Experts have diverse opinions on this matter. One perspective regards AI as a tool, 
contending that human actors must bear ultimate responsibility. From this standpoint, either 
the developer or the user could be held accountable, depending on the context. Developers 
may be deemed responsible if the AI system is fundamentally flawed, providing incorrect 
information or taking inappropriate actions due to design errors. Conversely, users might be 
held accountable if they misuse the AI, applying it in ways beyond its intended purpose or in 
contexts for which it was not designed.
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However, other experts advocate for a shared responsibility model. This perspective 
suggests that accountability should be distributed among various stakeholders, including 
developers, businesses deploying AI, regulators, and users. Within this framework, developers 
are primarily accountable for designing AI systems that are demonstrably fair and safe. 
Businesses deploying AI bear the responsibility of ensuring that their AI applications adhere to 
ethical standards and are used responsibly. Regulators are vital for establishing and enforcing 
AI accountability laws and ensuring compliance. Even users have a role, as they are expected 
to utilize AI responsibly and within its defined scope of intended use.

Experts have proposed several mechanisms to operationalize this shared responsibility. 
They suggest that legal frameworks must evolve to define liability based on factors such as the 
AI system’s level of autonomy and the risks associated with its application. Clear governance 
structures are needed to explicitly outline the roles and responsibilities of developers, operators, 
and end-users involved with AI systems. The implementation of AI liability laws is also 
recommended to ensure organizations are held accountable for the AI systems they deploy, 
drawing parallels to the existing legal accountability of employers for their employees. Some 
experts advise exploring ethical and legal models similar to employer-employee accountability.

Experts advocate for practical measures such as requiring human validation for high-
stakes AI decisions to ensure human oversight in critical applications. Furthermore, maintaining 
detailed logs of AI decisions proves valuable for tracking errors, comprehending system 
behavior, and assigning responsibility when harm occurs. Establishing clear channels for users 
to contest AI-driven decisions is also essential for ensuring fairness and providing redress. In 
particularly high-risk areas where AI errors could result in significant harm, some experts even 
propose that regulators should consider restricting or prohibiting the use of AI altogether, given 
the current limitations of the technology. This risk-based approach is evident in emerging AI 
regulations like the EU AI Act. In regions where robust AI regulation is lacking, experts call for 
a global or regional dialogue to establish and agree upon fundamental ethical constraints for the 
development and deployment of AI.

Regardless of the specific model, experts agree that assigning responsibility for AI harm 
is not about blaming a single entity but rather about establishing clear lines of accountability.

12.3.5 Overreliance on AI 

Another ethical dilemma is a prevalent concern: becoming overly reliant on AI systems 
may undermine our capacity to make effective decisions and act independently.

Experts largely agree that excessive reliance on AI significantly jeopardizes human 
cognitive abilities. A primary concern is the decline in critical thinking and problem-solving 
skills. The worry is that if AI systems manage cognitive tasks for us, individuals may become 
mentally passive, neglecting to engage their minds. This could lead to a situation where people 
struggle to perform even basic tasks without AI assistance, akin to losing the ability to navigate 
without solely depending on navigation apps. Experts emphasize that, throughout history, 
technological advancements have consistently transformed human skill sets, and AI represents 
the latest evolution in this ongoing process. Consequently, they argue that a broader societal 
discussion regarding which human skills are essential to retain and actively nurture in the age 
of AI is crucial.

Nevertheless, some experts offer a more nuanced and potentially optimistic perspective. 
They argue that if AI successfully takes over numerous routine and burdensome tasks, it could 
free up human time and cognitive resources, providing more choices and ultimately enhancing 
freedom and autonomy in certain respects. These experts emphasize that the impact of AI on 
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human decision-making is not fundamentally different from how technological progress has 
reshaped human skills throughout history. Even within this more positive framing, the core 
risk remains: the potential for individuals to stop engaging in critical thought and to neglect the 
development of essential analytical, conceptual, and critical thinking skills. To navigate this 
complex landscape, experts advocate for a shift towards human-AI collaboration rather than 
pursuing complete automation whenever possible. They suggest regularly training individuals 
in independent decision-making and implementing AI explainability tools. They also stress 
that when used thoughtfully, AI can enhance decision-making—such as by suggesting 
dietary options based on available food and preferences—without necessarily diminishing 
human decision-making capacity. One expert highlights a cyclical pattern in which ease and 
overconfidence can lead to a decline in human capabilities if not consciously managed.

12.3.6 AI Threat to Jobs

Another ethical dilemma posed by the application of AI is the fear that increased 
automation, driven by AI, threatens jobs, potentially widening existing economic gaps and 
creating new disparities. The pressing question is how to proactively ensure that the advantages 
of automation are distributed more equitably throughout society rather than concentrating 
wealth and opportunity in the hands of a few.

 Experts largely concur on the necessity for broader benefit-sharing from automation and 
propose various interconnected approaches. A central theme is preparing the workforce for the 
evolving job market. This involves fundamentally reshaping the education system to emphasize 
future needs and the skills required in an AI-driven era, particularly training individuals for new 
AI-related roles. Experts also emphasize the importance of workforce transition programmes, 
potentially funded by the revenue generated from automation, to support those whose jobs 
are displaced. Experts advocate for a strategic approach to AI applications themselves. They 
suggest prioritizing AI applications that complement human resources and enhance human 
capabilities, rather than solely focusing on complete job replacement. The overarching goal 
should be to harness technological change for economic growth and societal benefit. This 
necessitates proactively mitigating the potential distress from job losses in specific sectors and 
addressing the challenges faced by groups struggling to find employment in the automated 
economy. Experts highlight the need to educate society about the beneficial applications of 
AI, countering purely negative narratives. This includes increasing public awareness of 
AI, providing comprehensive training programmes to empower individuals, and ensuring 
accessibility to AI tools, particularly for those unemployed and seeking new opportunities. 

The emphasis should center on leveraging AI as an enabler of growth, shifting the 
perception from a threat to employment towards a driver of new possibilities. Underpinning 
these specific recommendations is a call for a holistic and balanced approach, highlighting 
the importance of aligning technological advancement with practical education and robust 
support systems. Experts also provide a historical perspective, reminding us that significant 
technological changes have invariably led to the elimination of some jobs while simultaneously 
creating new ones. Although such transitions can be disruptive and cause temporary hardship, 
they do not inherently result in a decline in overall job numbers or societal wealth. The key lies 
in proactively managing this transition.
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12.3.7 Robust and Resilient AI Systems  

It is a well-founded concern that AI systems are vulnerable to hacking, misuse, and 
unpredictable behavior, which creates significant risks. Therefore, the crucial question is: 
how can we develop AI systems that are more robust and resilient, thereby making them less 
susceptible to these diverse threats?

Experts emphasized that AI systems pose novel risks beyond traditional cybersecurity 
concerns. These AI-specific threats include data poisoning (manipulating training data), prompt 
injection (exploiting input vulnerabilities), model distillation (unauthorized model copying), 
sensitive data exposure, and excessive agency (uncontrolled AI actions). Therefore, a proactive 
approach is essential, with both model developers and consumers actively implementing 
appropriate security controls and continuously monitoring for potential breaches. Transparency 
regarding vulnerabilities is also crucial, enabling a better understanding and quicker remediation 
when issues arise.

To guide these efforts, experts recommend employing established security frameworks 
for AI published by organizations such as NIST, ISO, OWASP, MITRE, and Google. It is 
hoped that these frameworks will converge over time, fostering a shared understanding of best 
practices for secure AI development and deployment. Clear guidelines for AI deployment are 
also considered essential for maintaining consistent security.

In addition to preventative measures, experts emphasize the significance of resilience 
and active defense. This entails ensuring human intervention remains feasible in AI decision-
making processes and providing a vital override mechanism. Exposing AI systems to potential 
attack scenarios through stress testing is recommended as a means to actively enhance their 
resilience. Securing AI models and datasets from cyber threats is essential.

12.3.8 AI and Sustainability

Large AI models require immense energy, raising concerns about their contribution to 
climate change. Therefore, experts were asked a critical question: How can we priorities energy 
efficiency and sustainability in AI development?

Experts largely agree on a multi-pronged approach to tackle this challenge. One 
primary approach focuses on model optimization and efficiency. Experts recommend using 
lightweight, less energy-intensive models and employing quantization techniques to lessen 
the computational demands of these models. They advocate for reducing computation-heavy 
training cycles and consistently working to enhance the efficiency of both model training and 
serving (the energy consumed when the model is actively in use). According to experts, a 
crucial shift in focus should involve moving away from the relentless pursuit of increasingly 
larger models towards developing more compact and efficient ones, directly reducing energy 
consumption. Furthermore, they suggest leveraging advancements in GPU and supercomputer 
development to optimize hardware for energy-efficient AI workloads.

Beyond these technical and infrastructure solutions, experts provide essential contextual 
considerations and future perspectives. They recognize that improvements in efficiency are 
presently somewhat counterbalanced by the rising demand for increasingly sophisticated 
and larger AI models. Nevertheless, they foresee that a performance ceiling is likely to be 
reached at some stage, which will naturally shift the focus towards efficiency. Looking further 
ahead, some experts highlight the potential of commercially viable fusion power as a long-
term solution, suggesting that AI’s energy demands and capabilities may even expedite fusion 
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research. They assert that the pressure for energy efficiency will inherently foster innovation in 
model compression and reduction.

Experts have noted that while the dominant business logic in the AI field is characterized 
by a “race to create larger models,” they anticipate a shift towards greater emphasis on efficiency 
and cost-effectiveness. They also provide perspective by observing that the energy consumption 
of cryptocurrency mining currently exceeds that of training large language models, indicating 
that AI, despite being energy-intensive, is not the sole or most significant contributor to digital 
energy demand. Consequently, experts advocate for a dual approach: enhancing the efficiency 
of AI training while investing in clean energy infrastructure. They frame the challenge of AI’s 
energy use as a catalyst for developing cleaner power sources and sustainable technologies, 
highlighting that the pressure to power AI is already accelerating investments in areas such as 
improved data center cooling and more efficient computing.

12.4 Conclusions and Further Directions of Research

These ethical principles concerning AI development and implementation are 
interconnected, making it essential to adopt a holistic perspective when developing AI systems 
and to ensure that ethical considerations are integral to the entire lifecycle process. Creating 
ethical AI involves more than just sophisticated technology; it requires contemplating the 
broader societal implications of AI applications and embedding ethical principles within the 
organizational culture and governance framework. 

Merely enhancing AI technically will not resolve the ethical issues. Ethical principles 
must be integrated into AI from the outset, and all parties involved should collaborate by 
adhering to these principles. This also entails incorporating ethical considerations into AI from 
the initial design and development stages, which includes thorough ethical risk assessments.

As this research emphasizes, collaboration is crucial among technologists, ethicists, 
policymakers, and end-users to ensure that AI development is technologically advanced, 
ethically sound, and safe for use. Finding the right balance between business objectives and the 
well-being of a broad range of stakeholders is key to ensuring that AI benefits everyone.

As the context of AI ethics continually evolves, we must keep learning and adapting 
our approach to mitigate the risks associated with AI applications. We must remember that AI 
offers numerous advantages, aiding in the achievement of sustainable development goals. 

Leadership in responsible design and application of AI and oversight from managers must 
be ensured. Establishing committees or boards to oversee ethical aspects of AI development 
and ensure adherence to ethical guidelines are suggested by researchers and practitioners 
as a necessary condition to overcome ethical dilemmas caused by AI application (Ivchyk & 
Shmatko, 2024, p.65), (Akinrinola et al., 2024, p. 53), (United Nations Educational, Scientific 
and Cultural Organization (UNESCO), 2022, p. 28).

Using structured frameworks that emphasize transparency, fairness, and accountability 
are foundational pillars of responsible AI development (Olatoye et al., 2024), (Huang et al., 
2023), (Lane, 2023), (Adeyeluet al., 2024), (Ivchyk & Shmatko, 2024). 

Conducting ethical impact assessments to identify potential risks and benefits associated 
with AI systems is essential for ensuring that ethical considerations are integrated throughout 
the AI lifecycle (Akinrinola et al., 2024), (United Nations Educational, Scientific and Cultural 
Organization (UNESCO), 2022).

Engaging with diverse stakeholders to understand societal values and concerns related 
to AI is essential to ensure that AI development and application aligns with societal good 
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(Adeyelu et al., 2024), (Ivchyk & Shmatko, 2024), (Akinrinola et al., 2024), (United Nations 
Educational, Scientific and Cultural Organization (UNESCO), 2022).

There was broad expert consensus that effectively securing AI demands a multilayered 
approach. This approach combines conventional cybersecurity techniques with an innovative 
approach tailored to AI’s unique weaknesses. A key building block is leveraging existing and 
reliable cybersecurity practices.

Experts stressed the importance of enforcing governance through role-based access 
controls and ethics committees to ensure compliance with evolving standards, such as the EU 
AI Act. Ultimately, building resilient AI is an ongoing process of adaptation and improvement.

Further research directions could include, but are not limited to, best practices for 
integrating ethical AI principles into organizational culture and decision-making, how cultural 
differences impact the application of ethical AI principles, the development of Ethical AI 
frameworks, and the key success factors facilitating the application of ethical AI principles.

12.5 References 

Akinrinola, O., Okoye, C. C., Ofodile, O. C., & Ugochukwu, C. E (2024). Navigating and 
reviewing ethical dilemmas in AI development: Strategies for transparency, fairness, 
and accountability. GSC Advanced Research and Reviews, 18(3), 050–058. https://doi.
org/10.30574/gscarr.2024.18.3.0088   

Adeyelu, O. O., Ugochukwu, C. E., & Shonibare, M. A (2024). ETHICAL IMPLICATIONS 
OF AI IN FINANCIAL DECISION – MAKING: A REVIEW WITH REAL WORLD 
APPLICATIONS. International Journal of Applied Research in Social Sciences, 6(4), 
608–630. https://doi.org/10.51594/ijarss.v6i4.1033 

Ayling, J., & Chapman, A (2021). Putting AI ethics to work: are the tools fit for purpose? AI 
and Ethics, 2(1), 405–429. https://doi.org/10.1007/s43681-021-00084-x 

Ali, S. J., Christin, A., Smart, A., & Riitta Katila (2023). Walking the Walk of AI Ethics: 
Organizational Challenges and the Individualization of Risk among Ethics Entrepreneurs. 
ArXiv (Cornell University). https://doi.org/10.1145/3593013.3593990 

Anjum, P. G., Soni, P. K., Prof. Khushboo Choubey, Priyanshi Warkad, & Saniya Choubey 
(2023). Incorporating AI into Business Education: Examining Ethical Issues with 
Case Study Illustrations. International Journal of Innovative Research in Computer 
and Communication Engineering, 11(06), 8884–8889. https://doi.org/10.15680/
ijircce.2023.1106075 

Bolte, L., & Aimee van Wynsberghe (2024). Sustainable AI and the third wave of AI ethics: a 
structural turn. AI and Ethics. https://doi.org/10.1007/s43681-024-00522-6 

Bubicz, M., & Ferasso, M (2024). Advancing Corporate Social Responsibility in AI-driven 
Human Resources Management: A Maturity Model Approach. International Conference 
on AI Research, 4(1), 82–90. https://doi.org/10.34190/icair.4.1.3016 

Chettiar, F. & Joy, J (2024). Navigating Ethical Dilemmas: The Role of AI in Supply 
Chain Decision-Making. International Journal for Research in Applied Science and 
Engineering Technology, 12(10), 460–467. https://doi.org/10.22214/ijraset.2024.64552 

DELL (2022) Dell Technologies Principles for Ethical Artificial Intelligence Dell Technologies 
Principles for Ethical Artificial Intelligence. DELL. https://www.delltechnologies.com/
asset/en-us/solutions/business-solutions/briefs-summaries/principles-for-ethical-ai.pdf

https://doi.org/10.30574/gscarr.2024.18.3.0088
https://doi.org/10.30574/gscarr.2024.18.3.0088
https://doi.org/10.51594/ijarss.v6i4.1033
https://doi.org/10.1007/s43681-021-00084-x
https://doi.org/10.1145/3593013.3593990
https://doi.org/10.15680/ijircce.2023.1106075
https://doi.org/10.15680/ijircce.2023.1106075
https://doi.org/10.1007/s43681-024-00522-6
https://doi.org/10.34190/icair.4.1.3016
https://doi.org/10.22214/ijraset.2024.64552
https://www.delltechnologies.com/asset/en-us/solutions/business-solutions/briefs-summaries/principles-for-ethical-ai.pdf
https://www.delltechnologies.com/asset/en-us/solutions/business-solutions/briefs-summaries/principles-for-ethical-ai.pdf


228

Eflova, M., Yulia Vinogradova, & Aleksandr Vitushkin (2023). The impact of artificial 
intelligence on the development of modern society. E3S Web of Conferences, 449, 
07005–07005. https://doi.org/10.1051/e3sconf/202344907005 

Etzioni, A., & Etzioni, O (2017). Incorporating Ethics into Artificial Intelligence. The Journal 
of Ethics, 21(4), 403–418. https://doi.org/10.1007/s10892-017-9252-2 

Farzin, O., & Sameie, R (2023). Ethical and Legal Challenges of Using Artificial Intelligence 
in Digital Businesses. Journal of Technology in Entrepreneurship and Strategic 
Management, 2(2), 17-27. 

Ferrario, A., Loi, M., & Viganò, E (2019). In AI We Trust Incrementally: a Multi-layer Model of 
Trust to Analyze Human-Artificial Intelligence Interactions. Philosophy & Technology, 
33(3), 523–539. https://doi.org/10.1007/s13347-019-00378-3 

Google (2023). Google AI Principles. Google AI. https://ai.google/responsibility/principles/
Groșanu, A., Melinda-Timea Fülöp, & Nicolae Măgdaș (2024). Ethical Dilemmas in Digital 

Accounting: A Comprehensive Literature Review. Contabilitatea, Expertiza Şi Auditul 
Afacerilor, 5(4), 56–67. https://doi.org/10.37945/cbr.2024.04.06 

Gunn-Rosas, C. L (2024). Beyond the Binary: AI, Ethics, and Liability in the Legal Landscape. 
Texas A&M Journal of Property Law, 10(3), 389–410. https://doi.org/10.37419/jpl.v10.
i3.2 

Hagendorff, T (2020). The ethics of AI ethics: An evaluation of guidelines. Minds and Machines, 
30(1), 99–120. https://doi.org/10.1007/s11023-020-09517-8 

He, H., & Chonlavit Sutunyarak (2024). Perception of Corporate Social Responsibility, 
Organizational Commitment and Employee Innovation Behavior: A Survey from 
Chinese AI Enterprises. Journal of Risk and Financial Management, 17(6), 237–237. 
https://doi.org/10.3390/jrfm17060237‌

Huang, C., Zhang, Z., Mao, B., & Yao, X (2022). An Overview of Artificial Intelligence Ethics. 
IEEE Transactions on Artificial Intelligence, 4(4), 1–21. https://doi.org/10.1109/
tai.2022.3194503 

IBM (2024). AI Ethics | IBM. Www.ibm.com. https://www.ibm.com/impact/ai-ethics
Ifeoluwa Oladele, Adeyinka Orelaja, & Oladayo Tosin Akinwande (2024). Ethical Implications 

and Governance of Artificial Intelligence in Business Decisions: A Deep Dive into the 
Ethical Challenges and Governance Issues Surrounding the Use of Artificial Intelligence 
in Making Critical Business Decisions. International Journal of Latest Technology in 
Engineering Management & Applied Science, XIII(II), 48–56. https://doi.org/10.51583/
ijltemas.2024.130207 

Inter-Parliamentary Union (2025), Ethic principles: Societal and environmental well-being. 
https://www.ipu.org/ai-guidelines/ethical-principles-societal-and-environmental-well-
being

Ikkatai, Y., Hartwig, T., Takanashi, N., & Yokoyama, H. M (2022). Octagon Measurement: 
Public Attitudes toward AI Ethics. International Journal of Human–Computer 
Interaction, 38(17), 1–18. https://doi.org/10.1080/10447318.2021.2009669 

Jobin, A., Ienca, M., & Vayena, E (2019). The Global Landscape of AI Ethics Guidelines. Nature 
Machine Intelligence, 1(9), 389–399. https://doi.org/10.1038/s42256-019-0088-2 

Lane, L (2023). Artificial Intelligence and Human Rights: Corporate Responsibility in AI 
Governance Initiatives. Nordic Journal of Human Rights, 1–22. https://doi.org/10.108
0/18918131.2022.2137288 

Lockheed Martin (2023). Artificial Intelligence and Aegis: The Future is Here. Lockheed Martin. 
https://www.lockheedmartin.com/en-us/news/features/2023/artificial-intelligence-and-
aegis-the-future-is-here.html

https://doi.org/10.1051/e3sconf/202344907005
https://doi.org/10.1007/s10892-017-9252-2
https://doi.org/10.1007/s13347-019-00378-3
https://ai.google/responsibility/principles/
https://doi.org/10.37945/cbr.2024.04.06
https://doi.org/10.37419/jpl.v10.i3.2
https://doi.org/10.37419/jpl.v10.i3.2
https://doi.org/10.1007/s11023-020-09517-8
https://doi.org/10.3390/jrfm17060237
https://doi.org/10.1109/tai.2022.3194503
https://doi.org/10.1109/tai.2022.3194503
https://www.ibm.com/impact/ai-ethics
https://doi.org/10.51583/ijltemas.2024.130207
https://doi.org/10.51583/ijltemas.2024.130207
https://www.ipu.org/ai-guidelines/ethical-principles-societal-and-environmental-well-being
https://www.ipu.org/ai-guidelines/ethical-principles-societal-and-environmental-well-being
https://doi.org/10.1080/10447318.2021.2009669
https://doi.org/10.1038/s42256-019-0088-2
https://doi.org/10.1080/18918131.2022.2137288
https://doi.org/10.1080/18918131.2022.2137288
https://www.lockheedmartin.com/en-us/news/features/2023/artificial-intelligence-and-aegis-the-future-is-here.html
https://www.lockheedmartin.com/en-us/news/features/2023/artificial-intelligence-and-aegis-the-future-is-here.html


229

Martin, K., & Villegas-Galaviz, C (2022). AI and Corporate Responsibility. Springer EBooks, 
1–5. https://doi.org/10.1007/978-3-319-23514-1_1297-1 

Microsoft (2019). Responsible AI Principles and Approach | Microsoft AI.  Microsoft.com. 
https://www.microsoft.com/en-us/ai/principles-and-approach/#tabs-pill-bar-ocb9d4_
tab0

Morley, J., Elhalal, A., Garcia, F., Kinsey, L., Mökander, J., & Floridi, L (2021). Ethics as a 
Service: a Pragmatic Operationalisation of AI Ethics. Minds and Machines, 31. https://
doi.org/10.1007/s11023-021-09563-w 

Morley, J., Kinsey, L., Elhalal, A., Garcia, F., Ziosi, M., & Floridi, L (2021). Operationalising 
AI ethics: barriers, Enablers and next Steps. AI & Society, 38. https://doi.org/10.1007/
s00146-021-01308-8 

OECD. (2024). Artificial intelligence. OECD. https://www.oecd.org/en/topics/policy-issues/
artificial-intelligence.html

Olatoye, F. O., Awonuga, K. F., Mhlongo, N. Z., Ibeh, V., Elufioye, O. A., & Ndubuisi, L 
(2024). AI and ethics in business: A comprehensive review of responsible AI practices 
and corporate responsibility. International Journal of Science and Research Archive, 
11(1), 1433–1443. https://doi.org/10.30574/ijsra.2024.11.1.0235 

Olatoye, F. O., Awonuga, K. F., Mhlongo, N. Z., Ibeh, V., Elufioye, O. A., & Ndubuisi, L 
(2024). AI and ethics in business: A comprehensive review of responsible AI practices 
and corporate responsibility. International Journal of Science and Research Archive, 
11(1), 1433–1443. https://doi.org/10.30574/ijsra.2024.11.1.0235 

Pfizer (2023). Artificial Intelligence (AI) Responsibility in Healthcare is Critical | Pfizer. Www.
pfizer.com. https://www.pfizer.com/news/articles/three_principles_of_responsibility_
for_artificial_intelligence_ai_in_healthcare

Shkalenko, A. V., & Nazarenko, A. V (2024). Integration of AI and IoT into Corporate Social 
Responsibility Strategies for Financial Risk Management and Sustainable Development. 
Risks, 12(6), 87–87. https://doi.org/10.3390/risks12060087 

Singh, V., & Shah, P. B (2024). AI AND ETHICS. INTERANTIONAL JOURNAL of 
SCIENTIFIC RESEARCH in ENGINEERING and MANAGEMENT, 08(03), 1–5. 
https://doi.org/10.55041/ijsrem29381 

Stahl, B. C (2023). Embedding responsibility in intelligent systems: from AI ethics to 
responsible AI ecosystems. Scientific Reports, 13(1), 7586. https://doi.org/10.1038/
s41598-023-34622-w 

UNESCO (2021, November 23). Recommendation on the Ethics of Artificial Intelligence. 
Unesco.org. https://unesdoc.unesco.org/ark:/48223/pf0000381137 

Vasyl Ivchyk, & Nataliia Shmatko (2024). EXAMINING THE ETHICAL CONSIDERATIONS 
OF USING ARTIFICIAL INTELLIGENCE IN BUSINESS MANAGEMENT. 
Scientific Notes of Taurida National v I Vernadsky University Series Economy and 
Management, 74(3). https://doi.org/10.32782/2523-4803/74-3-10 

Waelen, R (2022). Why AI Ethics Is a Critical Theory. Philosophy & Technology, 35(1). https://
doi.org/10.1007/s13347-022-00507-5 

Wei, M., & Zhou, Z (2022). AI Ethics Issues in Real World: Evidence from AI Incident 
Database. https://doi.org/10.48550/arxiv.2206.07635 

World Economic Forum (2021). 9 ethical AI principles for organizations to follow. https://
www.weforum.org/stories/2021/06/ethical-principles-for-ai/?gad_source=1&gclid=Cj
wKCAiAiOa9BhBqEiwABCdG89MYsdVjcBjdtsZw7ItWwKOWxmsosEnS5Ry3rTN
3HwH6KAU51-3WzBoCvF4QAvD_BwE

https://doi.org/10.1007/978-3-319-23514-1_1297-1
https://doi.org/10.1007/s11023-021-09563-w
https://doi.org/10.1007/s11023-021-09563-w
https://doi.org/10.1007/s00146-021-01308-8
https://doi.org/10.1007/s00146-021-01308-8
https://www.oecd.org/en/topics/policy-issues/artificial-intelligence.html
https://www.oecd.org/en/topics/policy-issues/artificial-intelligence.html
https://doi.org/10.30574/ijsra.2024.11.1.0235
https://doi.org/10.30574/ijsra.2024.11.1.0235
https://www.pfizer.com/news/articles/three_principles_of_responsibility_for_artificial_intelligence_ai_in_healthcare
https://www.pfizer.com/news/articles/three_principles_of_responsibility_for_artificial_intelligence_ai_in_healthcare
https://doi.org/10.3390/risks12060087
https://doi.org/10.55041/ijsrem29381
https://doi.org/10.1038/s41598-023-34622-w
https://doi.org/10.1038/s41598-023-34622-w
https://unesdoc.unesco.org/ark:/48223/pf0000381137
https://doi.org/10.32782/2523-4803/74-3-10
https://doi.org/10.1007/s13347-022-00507-5
https://doi.org/10.1007/s13347-022-00507-5
https://doi.org/10.48550/arxiv.2206.07635
https://www.weforum.org/stories/2021/06/ethical-principles-for-ai/?gad_source=1&gclid=CjwKCAiAiOa9BhBqEiwABCdG89MYsdVjcBjdtsZw7ItWwKOWxmsosEnS5Ry3rTN3HwH6KAU51-3WzBoCvF4QAvD_BwE
https://www.weforum.org/stories/2021/06/ethical-principles-for-ai/?gad_source=1&gclid=CjwKCAiAiOa9BhBqEiwABCdG89MYsdVjcBjdtsZw7ItWwKOWxmsosEnS5Ry3rTN3HwH6KAU51-3WzBoCvF4QAvD_BwE
https://www.weforum.org/stories/2021/06/ethical-principles-for-ai/?gad_source=1&gclid=CjwKCAiAiOa9BhBqEiwABCdG89MYsdVjcBjdtsZw7ItWwKOWxmsosEnS5Ry3rTN3HwH6KAU51-3WzBoCvF4QAvD_BwE
https://www.weforum.org/stories/2021/06/ethical-principles-for-ai/?gad_source=1&gclid=CjwKCAiAiOa9BhBqEiwABCdG89MYsdVjcBjdtsZw7ItWwKOWxmsosEnS5Ry3rTN3HwH6KAU51-3WzBoCvF4QAvD_BwE


230Zurich, 2025


